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Abstract

We describe ModularE (ME), a specialized,
model-theoretic logic for narrative reasoning about
actions, able to represent non-deterministic do-
mains involving concurrency, static laws (con-
straints) and indirect effects (ramifications). We
give formal results which characterize(£’s high
degree of modularity and elaboration tolerance, and
show how these properties help to separate out,
and provide a principled solutions to, the endoge-
nous and exogenous qualification problems. We
also show how a notion of (micro) processes can
be used to facilitate reasoning at the dual levels of
temporal granularity necessary for narrative-based
domains involving “instantaneous” series of indi-
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of ME decouples these two problems, allowing exogenous
qualifications to come into play only when the endogenous
qualification alone is not sufficient to avoid inconsistency.
It uses a simple default minimization of exogenous qualifi-
cations to “minimizeunexplainedfailure” (c.f. [11]) when
observations of properties cannot be reconciled with the as-
sumed success of the applied effect lawd£’s decoupling

of the two problems explains the chronological preference of
failures we intuitively apply to some domains. A solution to
the endogenous qualification problem relates todtweno-
logical qualificationof actions producing conflicting effects,
while a solution to the exogenous qualification problem re-
lates to thenon-chronological failureof actions whose ef-
fects collectively contradict unexpected observatiohE’s
modular semantics offers a clean solution to the problem of
anomalous models that arose from earlier incomplete treat-
ments of the qualification problem. Furthermare£’s nar-

rect and knock-on effects. rative based ontology — its inclusion of an experiential time

line and explicit statements about what actions have been at-
tempted and what observations have been made along this

1 Introduction \ : _ 1
Domain descriptions for reasoning about actions and chandge — help expose the key issues relating to the qualification

(RAC) in commonsense reasoning and other contexts shou oblem |'n a clearer way. . )
be Elaboration Toleran{9; 8. Formalisms should be ableto ~ T0 achieve the semantic decoupling of endogenous and
incorporate new information gracefully into representations€xogenous qualifications it is important to address two is-
e.g. by the simple addition of sentences. Elaboration Tolersues. First, a proper treatment of ramifications, including
ance (ET) is strongly linked with the need to havmadular ~ non-determinism and loops in chains of instantaneous effects,
semantics for RAC frameworks that properly separates differlS needed (as any incomplete treatment will cause some en-
ent aspects of the domain knowledge, as argued e[g].in ~ dogenous qualifications to be treated as exogenous)
Inturn, ET and modularity are known to be strongly relateduses a notion arocessesor this. Second, for the same rea-
to the Qualification Problemin RAC — if the effect laws (or SOn & fgll account is needed for the qual!flcat|ons that static
action executability laws) of our domain are not qualified inconstraints provide for causal laws. In this regard we distin-
a complete way they can lead to unintended conclusions th&tUish betweetocal or explicitandglobal or implicit qualifi-
contradict new information. In particular, new narrative in- cation. Local qualifications are the explicit preconditions in-
formation about observations or attempted actions can rendéfuded in individual causal effect laws and action executabil-
the domain description inconsistent in this way. ity statements. Global qu_ahfu_:atlons are forme_d implicitly at
In this paper, we present the languat¢odulare (ME) the semantic level by taking into account s_tz_at|cllaw_s and in-
as a case study in developing modular semantics for RAderactions between effe(_:t Iaws_. Global q_uallflcatlon |s_closely
frameworks in order to provide Comprehensive solutions tdelated to modulanty. Without it elaboratIOI’_l tolerance is com-
the ramification and qualification problems. Our approactPromised by the need to manually reconcile each local set of
builds upon[6] and is inspired by{11], separating out the qualifications with each new static law.
qualification problem into two parts - sandogenousspect We show that this analysis of the qualification and ramifi-
concerning qualifications expressible in the known domaircation problems indeed results in modularity and elaboration
language, and aexogenousaspect where change is quali- tolerance. For examplé/ € enjoys a “free will” property —a
fied by unrepresented (or exogenous) factors. The semantic®main description can be extended with any action attempt



at any time after its recorded observations without affectingan attempt to executd occurs atI’. Together, the h- and

the conclusions about the domain up to that time. o-propositions describe the “narrative” component of a do-
main description. ¢ causes L” means that, at any time-
2 ME Syntax and Examples point, the combination of actions, inactions and precondi-

tions described viaC will provisionally causeL to hold
immediately afterwards. As we shall see, the provisos au-
tomatically accompanying this causal rule are crucial — in
Definition 1 (Domain Language) An ME& domain lan-  any model the potential effedt competes with other poten-
guageis a tuple(II, <, A, ®), where= is a total ordering tial effects, and maybe overridden, for example, because it
defined over the non-empty $éf time-points A is a non-  would otherwise result in a more-than-instantaneous viola-
empty set of action constants, afidis a non-empty set of tion of a domain constraint described with an a-proposition.
fluent constants. The rule ‘C causes L” is thus qualified both locally (via
C) and globally via the total set of c-, p- and a-propositions.
“¢ prevents E” means that the circumstances described
v ¢ prevent the simultaneous causation/execution of the ef-
cts/actions listed iry. “ always ¢” means that-¢ can
never hold, other than in temporary, instantaneous “transition
states” which form part of an instantaneous chain of indirect
effects. In other words, always ¢" describes a domain
constraint or static law at the granularity of observable time.

In this section we giveM E’s syntax and sketch its important
characteristics via a series of examples.

Definition 2 (Fluent Formula, Literal and Conjunction)

A fluent formula is a propositional formula containing only
fluent constants (used as extra-logical symbols), the standar
connectives-, —, «—, <, V and A, and the truth value
constantsT and L. Afluent literal is either a fluent constant
or its negation. Afluent conjunction is a conjunction of
fluent literals.

Definition 3 (Action Literal) An action literal is either an

action constant o its negation. Example 1 (Lift Door) A lift door can be opened and closed

o _ by pressing the “open” and “close” buttons respectively. The
Definition 4 (Converse) Let £ be an action or fluent con-  door is initially open, and both buttons are pressed simulta-
stant. Theconverseof I, written £, is ~ I, and the converse neously. This scenario can be described with a single fluent

of ~E, written—FE, is E. DoorOpen and two actions PressOpen and PressClose:
Definition 5 (Domain Description or Theory) A domain  {PressOpehcauses DoorOpen (LD1)
description or theoryin M£ is a collection of the following {PressClosg causes —DoorOpen (LD2)
types of statements, wheges a fluent formulal is a time  DoorOpenholds-at 1 (LD3)
point (assume an integer or real number unless otherwisé’ressOpemccurs-at 2 (LDA4)
stated),A is an action constant,' is a (possibly empty) set PressClos@ccurs-at 2 (LDS)

of fluent and action literals[ is a fluent literal, andE is a

. . . Example 1 results in two models — one in which the door is
non-empty set of action constants and fluent literals:

open at times afte2 and one in which the door is closed.
Note that, even though the conflicting actions are not pre-
vented from occurring together (i.e. there is no p-proposition
“T prevents {PressOperPressClos¢’), they do not give
rise to inconsistency. More generally, we show in Section 4
that ME exhibits a “free will” property — from any consis-
tent initial state, and for any given collection of c- and p-
A domain description ifinite if it contains only a finite num-  propositions, any series of actions may be attempted with-
ber of propositions. out giving rise to inconsistency. Put another way, any fi-

We will sometimes use the following alternative and ex-Mte collection of o-, ¢- and p-propositions is consistent with
tended syntax. Singleton sets of fluent or action literals irf"Y mteﬂrna}[lrl]y cor|13|stentt collection of a_-propo_s|t|ons(.j Con-
c-propositions of the form{ P} will sometimes be written S€YUENtY, the only way o engineer an Inconsistett do-

without enclosing braces, i.e. & The set of c-propositions Main description (other than by inclusion of inconsistent a-
C causes I, ' propositions) is to include “observations” (h-propositions)

along the time line which contradict the predictions that
: would otherwise be given by1E’s semantics. In Section 5
C causes L, we show how this remaining type of inconsistency can some-

—h-propositionsof the form: ¢ holds-at T
—o-propositionsof the form: A occurs-at T
— c-propositionsof the form:  C causes L

— p-propositionsof the form: ¢ prevents FE
—a-propositionsof the form: always ¢

will sometimes be written a”' causes {Li,...,L,}",and  times be overcome by attributing it to unknown exogenous
the set of o-propositions reasons and applying a simple minimization to these.
Ajoccurs-at T The following series of “broken car” examples is to illus-

trate the modularity and elaboration toleranceMf, and

: how this is linked to the way a- and c-propositions interact.
A, occurs-at T

will sometimes be written as{*4; , ..., A, } occurs-at 77, Example 2 (Broken Car A) Turning the key of a car causes
The intended meaning of h-propositions is straightforwardts €ngine to start running. The key is turned at time 1:

— they can be used to record “observations” about the dofTurnKey} causes Running (BC1)

main along the time line. A occurs-at 7" means that TurnKeyoccurs-at 1 (BC2)



In all models of this domain the car engine is running atRunningwhose completion results in a consistent state fur-
all times after 1. (A more complete description would ther along the chain.

typically include some local qualifications for (BC1), e.9. Example 5 (Broken Car B+/C+) We elaborate the previous

“{TurnKey BatteryOK} causes Running—turningthekey o descriptions by observing the car running at time 2:
starts the engine only when the battery is OK, in which .
Runningholds-at 2 (BC-obs)

case models would also arise where e-§atteryOK and
—Runningat all time-points.) Adding (BC-obs) to Example 3 does not result in inconsis-

. tency, but allows us to infer that the car is not broken (in
Example 3 (Broken Car B) We elaborate the previous de- o icy1ar at earlier times). Note tha& would facilitate
scription by stating that broken cars’ engines cannot run: the opposite conclusiorBoken in exactly the same way
always —(BrokenA Running (BC3)  had the observation been-Runningholds-at  2”. This

There are two classes of models for the elaborated domai§ Pecause it accords exactly the same status to globally de-
(BC1)-(BC3) — one in which the car is broken and not run-r!Ved quahﬂcatlons (|n_ this case from_ (BCS)) asto quallf|qa—
ning at times after 1, and one in which the car is not bro-tions localized to particular c-propositions. However, adding
ken and running. The occurrence BiimKeyat 1 does not (BC-obs) to Example 4 does give rise to inconsistency at the
eliminate the model in which the car is broken because théevel of theM¢E’s "base semantics” (as detailed in Section 3),
semantics of\I& allows (BC3) to act as a global qualifica- Pecause since there are no (local or globally derived) qual-
tion, in particular for (BC1). Th&lurnKeyaction does not ifications to (BC4) and (BC5), the theory would otherwise
force ~Brokenat earlier times, and thus if in addition the car €ntail -Running An intuitive explanation for (BC-obs) in

is known to be broken the theory remains consistent after thigliS context is that one or both of the effects of (BC4) and
elaboration. Without this characteristic, we would have to al{BC5) “failed” due to exogenous circumstances (i.e. factors
ter (BC1) to {TurnKey —Broker} causes Runningtoac-  Not included in the representation) implicitly qualifying these
commodate (BC3), in other words explicitly encode as a lo-causal rules. This type of reasoning is captured witht&

cal qualification the global qualification effect of (BC3) on by the use of simple default minimization of such exoge-
(BC1). In ME this local qualification is redundant thus illus- Nous qualifications (see Section 5). The minimization pol-

trating its modular nature; the a-proposition (BC3) has beerfY IS straightforward and robust because the base semantics
simply added without further ado. fully accounts for all endogenous qualifications (i.e. those ex-

.. pressed in the domain) by its modularity and its encapsulation
Example 4 (Broken Car C) We elaborate Example 3 with ot giobal as well as local qualifications, as described above.

two more causal rules and an extra action occurrence: .
Example 6 (Broken Car D) We elaborate Example 4 with

{Break} causes Broken (BC4)  the knowledge that the car was parked at tifria anti-theft
{Broker} causes —Running (BCS)  mode (ATM), so that causing the engine to run (even for an
Breakoccurs-at 1 (BCB) instant) will trigger the alarm:

In all models of the domain (BC1)-(BC6), the car is broken(ﬁBrokemﬁRunning\ﬁNarm/\ATM) holds-at 0 (BC7)

and not running at times after 1. (BC5) describes an "indi-{RunningATM} causes Alarm (BC8)

rect effect” or “ramification”. It introduces an asymmetry
between theRunningand Brokenfluents and their relation-
ship with (BC3), preventing (BC3) from acting as a qual-

Intuitively, even though at times aftérthe car will be broken
and not running, the alarm may or may not be triggered in
this narrative, depending on whether the (indirect) effect of

ification for (BC4) in the same way as it does for (BC1). - . .
. - o : theBreakaction takes effect just before or just after the effect
Translating global to local/explicit qualifications is therefore of the TurnKeyaction. This is an example of a “race” con-

complex, as it requires consideration of the interactions bex. . Lo .
tween a- and c-propositionsVv&€ deals with indirect effects dition between competing instantaneous effedi is able

S ! . .. 10 deal correctly with such representations via its processed-
by cons‘!denngﬂcha[ns. of instantaneous, tgmqprary trans,',t'OBased semantics. It gives two models of this domain — in both
states (“nodes”). Within these causal chains, “processes” a

I . . . .
introduced to describe the initiation and termination of ﬂu_ﬁ]odels(Broken/\ —Running is true at times aftet, but in

ents. These processes may “stretch” across several links Ofone modelAlarmis true and in the other it is false. The exam-

given chain before they are complete, thus allowing all pos-p e illustrates howM E’s processes operate at a finer level of

sible micro-orderings of effects to be considered. Because qtﬁimporal granularity than “observable time” in order to deal

the coarseness of the domain description with respect to thwneous indirect effects.

granularity of time, this is important for a proper treatment of ~ *An interesting (and more contentious) variation of Example 6
collections of instantaneous effects which compete or “racets to delete (BC4) and (BC6), and replace (BC7) witBroken/
against each other. Furthermore, since the granularity of timgRunningA —Alarm A ATM) holds-at = 0. (so that the car is

in which these chains operate is finer than that of observabl@réady broken at). M¢'s semantics still gives the two models

- : . s . - with Alarmtrue in one and false in the other. This is because it treats
time, intermediate states within them may (temporarily) V"(BCS) only as a “stability” constraint at the temporal granularity of

olate the static laws .descnbed by a-prop05|t|or_15. In EX""m”observable" time, and not as a “definitional” constraint that would
ple 4, one of the chains allowed by the semantics completeganscend all levels of temporal granularity. Note, however, that we
the process initiatinkunningand then the process initiating could eliminate the model in whicAlarm was true by adding the
Broken At this point there is a state in which (BC3) is vi- p-proposition Brokenprevents Running, meaning thaBroken
olated, but (BC5) then generates a new process terminatingeventsRunningfrom being caused (even instantaneously).



Example 7 (Oscillator) triggering is appropriately limited by the p-propositions. The
{On} causes —On (osc1) friggering and completion of a particular process may be sep-
{~On} causes On (0osc2) arated by several steps in the chain, so that consideration of all
] . ] . such chains gives an adequate treatment of “race” conditions
This example (which might e.g. represent the internal mechpetween competing instantaneous effects. Chains terminate
anism of an electric buzzer) has an infinite number of modwijther because they reach a state from which no change is pos-
els in which the truth value oDn s arbitrarily assigned at  sjple (astatic nod@ or because they loop back on themselves.
each time point. It illustrates that{& is able to deal with e have made the working (but retractable) assumption that

“lO_Op_S” of indirect effects without Over-CO_nStraining models. actions trigger processes Oniy atthe beginning of such ChainS,
It is important, for example, not to restrict the set of mod- 4t which point they are “consumed”.

els to those in which the truth value Gin alternates at each o .
successive time-point. This is because the change within thefinition 9 (Causal Node) A causal nodgor node) is a tu-
domain is happening "instantaneously” — i.e. at an altogethePle (S, B, P), wheresS is a state,B is an event base anit is
finer granularity of time than “observable” time. Therefore an active process logiS, B, P) is fully resolvediff P = 0,
the observable time-points are best considered as arbitrarind isa-consistent w.r.t. a domain descriptiof iff 5'is a-
spaced “snhapshots” of the finer-grained time continuum. Aconsistentw.r.tD.

full treatment of such loops along these lines (as well as gefinition 10 (Triggering) Let D be a domain description,
full treatment of concurrency and nondeterminism) is necesy; _ (S, B, P) a node, L, a set of fluent literals,, =

sary forMS to exhibit th_e “free will” property and resulting {proc(L) | L € L.}, and B; a set of action constants. The
modularity and elaboration tolerance described above. set(B, U P,) is triggered atNV with respect taD iff

3 Modular-£€ Base Semantics 1. B.CB

In this section we give a formal account.8£’s semantics. 2 FOr ach p-proposition é prevents ~ E”in D, either
We begin with some straightforward preliminary definitions ¢ is not satisfied i or £ £ (B, U Ly).

concerning states and processes. 3. For eachL € L, there is a c-proposition €' causes
o . L”in D such that (i) for each action constart € C,
3.1 Definitions Regarding States, Processes and A € B, (i) for each action literal~4 € C, A ¢ B,
Causal Change: and (iii) for each fluent literall’ € C, L’ € S.

Definition 6 (States and Satisfaction)A stateis a setS of (B, U P,) is maximally triggered at\' with respect taD iff

fluent literals such that for each fluent constdhteither F' € there is no other sétB’U P’) also triqgered atV with respect
Sor -F € S but not both. A formula is satisfied in a state 15 1) and (B, U Pt)e{is A strt'iz:t subseq[gowg U P, P

S iff the interpretation corresponding t6 is a model ofp.

L . . . Definition 11 (Process Successor)et D be a domain de-
Definition 7 (A-Consistency) Let D be a domain descrip- scription andg\] = (S,B,P)a no%e. Aprocess successor
tion andS a state.S is a-consistent with respect t® iff for of Nwrt. Dis a nodé oi the forns, B,, (P U P,)), where

every a-proposition ‘always ¢" in D, ¢ is satisfied inS. B UP)I imallv tri ith
D is a-consistentff there exists a state which is a-consistent (B U ) is maximally triggered afV with respect taD.

with respect taD. Let D, denote the set of all a-propositions Definition 12 (Resolvant) Let N = (S, B, P) and N’ =
in D. Then given a fluent formulg, D, =, v iff isen-  (S',0, P') be causal nodesY’ is aresolvant of N iff S = S
tailed classically by the theor§ = {¢ | always ¢ € D}. and P = P’ = () or there exists a non-empty subgeof P

Definition 8 (Process) A processs an expression of the form such that the following conditions hold.

1F or |F, whereF is a fluent constant of the languagéF’ 1. PP=P-R.

IS callled.the Initiating iz)?roczlt_ahss ofF e}nd éF IS callzgt?]e 2. For each fluent constarit such that botHF' and |F’ are
terminating process oit”. Theassociated processes the in P, either both or neithetF and |F are in R.
c-propositions ‘C causes F” and “ C causes —F” are

respectivelyl F and | F. 1F and | F will also sometimes 3. For each fluent constarft (i) if 1F € Rand |[F ¢ R
be written as procF') and prod—F) respectively. Arctive thent" € &, (i) if |[I" € Rand[F' ¢ Rthen—F € 5,
process logs a set of processes. (i) if ¢ RandlF ¢ RthenF € S"iff € S.

Definitions 9 — 16 concern the identification of fluent changesV’ is afull resolvant of V iff P’ = {).
following instantaneously from a given state and set of acp
tions. ACausal chairrepresents a possible instantaneous Seaescription andV — (S, B, P) a causal nodeN is station-
ries of knock-on effects implied by the causal laws. There is %,ry iff for each resolvanl‘S;, 0,P") of N, §' — S. N is static

repeated twojphase mecha}nism for cpnstrpcting the “node§N r.t. D iff every process successorgfw.r.t. D is stationary
of causal chains — a triggering phase in which new processes "~ o '

are generated from c-propositions applicable at that poinfThe central definition of causal chains now follows. It is
immediately followed by a resolution phase in which someslightly complicated by the need to deal with loops — con-
of the already-active processes complete, resulting in an ugditions 2, 3 and 4 below ensure that all chains will end when
date of the corresponding fluents’ truth values. The procesthe first static or repeated node is encountered.

efinition 13 (Stationary/Static Nodes)Let D be a domain



Definition 14 (Causal Chain) Let D be a domain descrip- D, and there exists a causal chai¥, Ny, ..., No,, W.r.t. D
tion and letVy be a node. Aausal chain rooted afV, with such thatN = Ny, for some0 < k < n and at least one of
respect taD is a (finite) sequencéy, Ny, ..., No,, of nodes  the following two conditions holds:

such that for eactk, 0 < k < n — 1, Nyp1 IS@process 1 There exists < k such thatNy; = N,

successor alVyy, W.r.t. D and Ny 2 iS a resolvant ofVa 1,

and such that the following conditions hold: 2. There does not exist a causal chaWy, Ny, ..., Nay,

Njjpy1s - Nayp, Wort. D and aj such thatk < j < m

1. N3y is fully resolved. and N}, is a-consistent w.r.tD.
2. N, is static, or there exists < 1 S.t. Nap, = Nog. It is also useful to define atable stateas a state that does
3. Ifthere existg < k < n s.t.Na; = Ny, thenk = n. not always immediately cause its own termination (note that

stable states can be in loops, but must be a-consistent):

4. There does not existla< n s.t. Ny, is static. e _ o
In th text of E le 1 Fi 1 bel h Definition 16 (Stable State)Let D be a domain description
n he context ot Example 1, rigure €IOW SNOWS 5114 letS be a stateS is stable w.r.t.D if there exists a node

the tree of all possible causal chains with the starting o
node ({DoorOper}, { PressClosePressOpeh, ) (which in- (S, 0, P) which is a proper causal descendant(st (), ().

tuitively corresponds to the situation at ti® N; is the ~ Example 8 (Promotion) An employee gets promoted at time

(which are both static) are the only resolvants\af (BS). But nobody gets a large office when the building is over-
crowded (OC), which it is at timé:
Ny : ({DoorOpery, {PrlessCIosePressOpeh, 0) always —|(OC/\ LO) (PRl)
N : ({DoorOper}, {PressClosgPressOpeh, { {DoorOpen |DoorOper}) Promotecauses {BS LO} (PR2)
N> : ({DoorOpert, 0, 0) N2 ({=DoorOper, 0, 0) Promoteoccurs-at 1 (PR3)
2: .0, e 0. -
Figure 1 (-LO A -BSA OC) holds-at 1 (PR4)

A ds E le 6 ¢ | '—|ere is the tree of possible causal chains that arise atitime
S regaras Exampieé o, we may form Several causaj, ihjg example, with the single proper causal descendant of
chains starting from the node corresponding to timélere

. ; L . . . the root node underlined:
is a chain terminating with a state in whigklarm holds ! !
(Br = Broken, Ru= Running, Al = Alarm):

({-LO, —BS, OC}, {Promote}, 0)

No: ({-Br,=Ru —Al, ATM}, {Break TurnKey}, ) ({7£0, =88 0C), {Promoig:, {10, BY)
Ny : ({-Br,—Ru, —Al, ATM}, {Break TurnKey}, { Br, IRu}) ({Lo, ~BS OC}, 0, {BS})  ({LO,BSOC},0,0)  ({-LO,BSOC}, 0, {1LO})
NQ: <{Br’ RU, _‘AI’ATM}’(A7®> ({LO, -BS OC}{@,{BS}) ({-LO, BSLOC},Q),{TLO})
Ns: ({Br, Ru -Al, ATM}, 0, { Ru 1Al}) ({LO, BS, OLC} 0, 0) ({Lo Bé oc}, 0, 0)
Here is another chain terminating with a state in which3 2 Definitions Regarding Time and Temporal
—Alarm holds: Change:
If a causal node corresponds to a particular time-point in the
No: ({-Br,—Ru —Al, ATM}, {Break TurnKey}, () ; . ! e i
N ({=Br, ~Ru —Al, ATM}. {Break TurnKey} { Br, Ru}) narrative c(;jf a given dorr]nam d?_sc_:r_lp'uon (e.0. |an||g.]\10
N3 : ({Br,~Ru —Al, ATM}, 0, {Ru}) corresponds to tlmé),_t ien Definitions 17 — 22 below en-
7 ’ ’ s sure that the states within its proper causal descendants indi-
N : ({Br,=Ru —Al, ATM}, 0, { |Ru TRu}) ivle choi hich fl il oh |
N.: ({Br. =Ru —Al ATM}. 0. 0) cate possible choices as to which fluents will change values

in the time period immediately afterwards. These definitions

Nodes, and in particular nodes that terminate causal chain&r® Iahrgely mod|f||c:at!onshof thqug_[ﬁ], b/Ut W'Fh the notion
do not necessarily contain a-consistent states. But causgf a_c. f';mge setep acmgt. ato |n|F|at|on termlnatlon po!nts.
chains that do not terminate a-consistently are not discardeldefinition 17 (Interpretation) An interpretation of M& is
when computing direct and indirect instantaneous effects2 mappingt : ® x Il — {true, false}.

Rather, the semantics identifigsoper causal descendants Definition 18 (Time-point Satisfaction) Given a fluent for-
within a tree of all possible causal chains starting from amula ¢ of ME and a time poinl’, an interpretationH sat-
given root node. These are a-consistent nodes which are égfies ¢ at 7' iff the mappingM7 defined by F, Mr(F) =
ther within the terminating loop of a chain (condition 1 in H(F, T) is a model ofp. Given a setZ of fluent formulae[{
Definition 15), or are such that there are no other a-consisterfatisfiesZ at 7' iff H satisfiesp at T for each¢ € Z.

nodes fyrth_er from the ro/ot of the tree (condition 2). (For €X-Definition 19 (State/Event Base at a Time-point)Let D be
am;l))Ie, in ';'.g.' 1N2baTdN > are proper causal descendants ofy yomain description/f an interpretation, andl” a time-
Ny by condition 1 below, witly = k =7 = 1.) point. Thestate atT’ w.r.t. H, denotedS(H,T), is the state
Definition 15 (Proper Causal Descendant)Let D be ado- {F | H(F,T) =true} U {-F | H(F,T) = false}. The
main description and lelVy and N be nodes.N is aproper  event base ai” w.r.t. D, denotedB(D, T'), is the event base
causal descendant aNy w.r.t. D iff N is a-consistent w.r.t. {A| “Aoccurs-at T" € D}.



Definition 20 (Causal Frontier) Let D be a domain de-
scription,T" a time-point,H an interpretation ands a state.
S'is acausal frontier of H atT" w.r.t. D iff there exists a node
N = (S, B, P) such thatV is a proper causal descendant of
(S(H,T),B(D,T),0) w.rt. D.

Definition 21 (Change Set)Let D be a domain description,
H an interpretation,I” a time-point and’ a set of fluent lit-

erals.C is achange set afl” w.r.t. H iff there exists a causal
frontier S of H atT w.rt. D such thatC = S — S(H,T).
Definition 22 (Model) Let D be a domain description, and
let ®* be the set of all (+ve and -ve) fluent literals in the
language. Then an interpretatiaff is amodelof D iff there
exists a mapping : IT — 2% such that for allT, ¢(T') is a
change set af’ w.r.t. H, and the following three conditions
hold. For every fluent literal. and time-pointd; < T3:

1. If H satisfiesL at Ty, and there is no time-poirit; s.t.
T, =Ty, < Ty and L € ¢(T»), thenH satisfiesL at T5.

2. If L € ¢(Th), andjhere is no time-poirity such that
Ty < Ty, < T3 andL € ¢(T»), thenH satisfies. at T5.

3. H satisfies the following constraints:

e Forall“ ¢ holds-at T"in D, H satisfiespatT.
o For all time-pointsT’, S(H,T) is a stable state.

is a-consistent and therefore is a proper causal descendant
of Ny (Definition 15). So{-ElectricCurrent BrokenFusé

is a causal frontier at of any interpretation that satisfies
(—ElectricCurrentA —BrokenFusgat 1 (Definition 20), thus
providing the change s¢BrokenFusg (Definition 21). Note

that at the granularity level of the representation of this exam-
ple, ElectricCurrent the cause oBrokenFuseis never true!
ElectricCurrentis true only at a finer granularity.

4 Some Formal Results and Properties

As we have seenM¢& provides principled, general mecha-
nisms for causal laws to be qualified both by each other and
by static laws, thus integrating all endogenous qualifications
within one base-level semantic frameworlM& also pro-
vides a high degree of modularity by its separation of infor-
mation about causality (c-, p- and a-propositions), narrative
information about attempted actions (o-propositions), and ob-
servations (h-propositions) within the narrative. These qual-
ities makeM¢E domain descriptions particularly elaboration
tolerant, as shown by the following results.

Definition 24 (Post-observation Point) A post-observation
point of a domain descriptiol is a time-pointl}, such that,
for every h-proposition of the form¢'holds-at 7" in D,
T <T,.

Intuitively, condition (1) above states that fluents change theiDefinition 25 (Post-action Point) A post-action pointof a
truth values only via successful effects of c-propositions, an@dlomain descriptiorD is a time-pointT,, such that, for every

(2) states that successfully initiating a literal establishes it$-proposition “A occurs-at
truth value as true. Note also that condition (3)’s requiremen

of stability ensures thaf(H, T') is a-consistent.

Definition 23 (Consistency and Entailment) A domain de-
scription D is consistentif it has a model. D en-

tails the h-proposition % holds-at 7", written D E

¢ holds-at T, iff for every modelM of D, M satisfies
¢ at T. D constructively entailsp holds-at T, written
D k. ¢holds-at T, iff D = ¢ holds-at T andD is

consistent.

Example 9 (Faulty Circuit) An electric current in a faulty

circuit is switched on causing a broken fuse, which in turn

terminates the current:

{SwitchOr} causes ElectricCurrent (FC1)
{ElectricCurrenf causes BrokenFuse (FC2)
{BrokenFusg causes —ElectricCurrent (FC3)
always —(ElectricCurrentA BrokenFusg (FC4)
SwitchOnoccurs-at 1 (FCbh)

One causal chain that could be triggered at time 1 (wit

non-a-consistent nodeg; and Ns) is:
No : ({—ElectricCurrent =BrokenFusg, {SwitchOr}, 0)

N : ({—ElectricCurrent =BrokenFusg, {SwitchOr}, { {ElectricCurrent)
N> : ({ElectricCurrent —BrokenFusg, 0, 0)

N3 : ({ElectricCurrent —BrokenFusg, @, { BrokenFusg),

Ny : ({ElectricCurrent BrokenFusg, 0, )

N5 : ({ElectricCurrent BrokenFusg, 0, { [ElectricCurrent )

Ng : ({—ElectricCurrent BrokenFusg, 0, 0).

This chain is well-formed becaus¥; is the first static re-
solvant node and is fully resolved (Definition 14).Ng

h

T"in D, T, = T.

befinition 26 (Pre-action Point) A pre-action pointof a do-
main descriptionD is a time-pointT,, such that, for every
o-proposition “A occurs-at  T"in D, T, <T.

Definition 27 (Projection Domain Description) The  do-
main descriptionD is a projection domain descriptionf
there exists a time-point which is both a post-observation
point and a pre-action point ab.

Theorem 1 (Free Will Theorem) Let M be a model of a
finite domain descriptionD, let O be a finite set of o-
propositions, and lef’,, be a time-point which is both a post-
observation point fotD and a pre-action point fo). Then
there is a modeM of D U O such that for any fluent’ and
time-pointT”’ <X T,,, Mo(F,T) = M(F,T).

(Proof: www.ucl.ac.uk/slais/rob-miller/modular-e/cs05long Jodf

Corollary 1 (Free Will Corollary) LetD andD’ be domain
descriptions and lef’,, be a post-observation point for both
'D and D’. Let D and D’ differ only by o-propositions re-
ferring to time-points greater than or equal 0, and letM
be a model ofD. The there is a model/’ of D’ such that
M(F,T) = M'(F,T) for all fluent constantg” and all time-
pointsT such thatl’ < T,.

(Proof: www.ucl.ac.uk/slais/rob-miller/modular-e/cs05long ydf

Corollary 2 (Action Elaboration Tolerance Corollary)
Let D be a consistent domain description anddebe a finite
set of o-propositions. If there exists a time-pdlhtwhich is
both a post-observation point fap and a pre-action point
for O, thenD U O is consistent.



(Proof: www.ucl.ac.uk/slais/rob-miller/modular-e/cs05long pdf ~ the same simple minimization of the exogenous fluents over
the (strict) models of the associated default dondajn

(B]efinition 29 (Default Model) Let D be a domain descrip-
gion, T, a pre-action point ofD, and D/ the default

Theorem 2 demonstrates the robustness and elaborati
tolerance ofM & theories by showing that their consistency is

contingent only on the internal consistency of the static Iawd i d ot ated with but without it
and on whether observations match with predicted effects. ¢0Main description associated wity but without 1ts n-
propositions. Then, the restriction 8f to fluents other than

Theorem 2 (Theorem of Causal Elaboration Tolerance) the normexq_) fluents is adefault model of D iff:

Let D, be a consistent domain description consisting only )

of a-propositions and letZ be a finite set of o-, ¢c- and 1. M is a model ofD;, and

p-propositions. TherD, U E' is also a consistent domain 2. There is no modey/’ of D/, such thatN c N’, where
description. N = {normexd_) | M (normexq_),T,) = true},
(Proof: www.ucl.ac.uk/slais/rob-miller/modular-e/cs05long ydf N’ = {normexd-) | M'(normexd-), T,) = true}.

. So far we have assumed that once an effect law is observed
Lack of space prevents us from giving further formal re-y, f4i| - all subsequent instances will also fail by virtue of
sults here on the link between global and local qualificationgne persistence aform.exofluents. Various alternatives are
as illustrated in examples 3 and 4. These results show theljs, possible and the semantics can easily be adapted to sup-
complex relationship and hence the difficulty to have moduy,rt them. An observed failed effect law might, for example,
larity when a framework relies overly on explicit local quali- ¢4yse its subsequent instances to fail nondeterministically, or

fication. not fail at all. Hence, in addition to failures, we can also have
o uncertain failures, or “accidents” (sel]).
5 Exogenous Qualifications The existence of default models can be guaranteed as long

ME'’s base semantics offers an elaboration tolerant solutio®s domains are a-consistent, point-wise consistent w.r.t. h-
to the endogenous qualification problem, where properties geropositions, and do not violate fluent persistence. This re-
the domain implicitly qualify the effect laws. It is, nonethe- quirement is captured by the notion oframe modelwhich
less, still possible that an effect fails to be produced as ext@ssuming a “coupled accidents” recovery policy, where the
pected. Such a scenario occurs, for instance, when we elapxogenous qualification of a causal law exactly implies the
orate Example 2 by observing the car not running at time 2exogenous qualification of all other causal laws applied to the
No known reason can explain this unexpected observation, sgame time-point) can be defined similarly to a model with the
it needs to be attributed to an exogenous cause. exception that the change set mappifig can map arbitrary
A way to reconcile such conflicts is to assume that evenfime-points to the empty set. Intuitively, this frame model
effect law of a domain description is implicitly qualifidd] definition allows all causal laws at some time-point to simply
by a set of extra preconditions, writtdlormalexothat sym-  fail to produce their effects, as long as the successful produc-
bolizes the normal conditions under which the law operategion of their effects is not required to explain the change in
successfully. These preconditions are outside the user’s lafthe truth-value of some fluents.
Euage orezqgenous{ll], andfpachkagf(?f toglether all the ufn]l Theorem 3 (Default Model Existence)A domain descrip-
hown conditions necessary for the effect law to successtully;,, 1, haq 5 default model iff it has a frame model.
generate its effect. They hold true by default unless the ob-
servations in a given narrative make the domain descriptiofProof: www.ucl.ac.uk/slais/rob-miller/modular-e/cs05long ydf
inconsistent.

Definition 28 (Default Domain Description) Let D be a
domain description. To obtain theefault domain descrip- 6 Summary and Related and Future Work
tion Dy associated withD: (i) replace every c-proposition

- We have shown h n represent non-deterministi
“C causes L"with“ C UNormalexqC, L) causes L”, © © sho OWME can represent non-dete SHC

" e M narrative domains involving concurrency, static laws and in-
and (ii) add then-proposition* normally  normexq(.) direct effects. We have formally characterizet€’s high de-

for every fluent noroexd(-) in some set Normagxd(-). gree of modularity and elaboration tolerance, enabled by an

The exogenous fluent:iormexo that belong to the exceptionally full solution to the ramification problem able to

Normalexosets depend on assumptions on the nature of thdeal with looping systems of indirect effects, and race condi-
failures of the effect law, in the particular domain of appli- tions between competing causal laws. These properties help
cation. A meta-levetecovery policy can be chosen a-priori separate out, and provide a principled solutions to, the en-
appropriate for the domain at hand. Omitting the details, a redogenous and exogenous qualification problems. Endoge-
covery policy defines what other effect laws will be assumedous qualifications may be either locally specified or globally
to fail once a given effect law is observed to fail. One canderived within the base semantics, whereas exogenous quali-
define recovery policies where (i) no other effect laws are asfications are provided by the use of default minimization. The
sumed to fail, (ii) all effect laws sharing the same efféct decoupling of these two forms of qualification arises from the
are also assumed to fail, (iii) all effect laws sharing the saméact that the exogeneous qualification comes into play only
event setC' are also assumed to fail, etc. Irrespective of thewhen we obtain observations about the truth value of fluents
recovery policy, the default models of domdinare givenvia  in the narrative part of our domain description, and this only



when the endogeneous qualification cannot cope with the ase the exogenous qualification problem. We would also like to
similation of this observed information. investigate the use of priority policies on differeltE mod-

The semantics oM & builds heavily on our previous work els, e.g. to prefer non-change in nondeterministic situations.
with the Languagef. But ME is more complete in sev- An important future study will be on the computability
eral respects. For instance, any domain involving oscillatiorof ME and related languages, to addressdabmputational
(e.g. Example 7) would not be consistent in the Language qualification problem[3] of avoiding considering the ma-
Subsequently, counter-examples to the “free will” property ofjority of qualifications during the computation. For this
Theorem 1 are easy to engineer in the Languagnd hence we are currently considering the use of satisfiability meth-
it is not a robust enough foundation on which to build a com-ods or Answer Set Programming (along the lineg 4f10;
prehensive solution to the qualification problem. 2]), as well as argumentation (or abduction) based computa-

Our approach to the qualification problem and its links totional methods. We also aim to study subclasses (E )rof
ramifications partly follows that of Thielschgtl]. We im-  ME&, where the computational complexity of reasoning de-
prove upon Thielscher by providing a unified strategy forcreases.
dealing with both what he terms tistrong and weakqual-
ification problems. Whereas in Thielscher’s framework anf\cknowledgement
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