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Abstract

This article contributes to the ongoing discussion on
multiple belief change. Based on earlier work, we de-
vise a new condition, called (K—F), that reduces infinite
contraction to sentence contraction. Two representation
results reported herein characterize (K—F) in terms of
two well known constructive models for set contrac-
tion; namely the partial meet model and the compara-
tive possibility model (a generalization of the epistemic
entrenchment model).

Introduction

In the classical framework for Belief Revision, now known
the AGM paradigm, epistemic input is represented as a sin-
gle logical sentence (see (Gardenfors 1988), and (Peppas
2008)). This is the case for both the processes of belief re-
vision' and belief contraction that form the cornerstones of
the AGM framework.?

Recent work has generalized the AGM paradigm to in-
clude epistemic input encoded as a (possibly infinite) set
of logical sentences, giving rise to the processes of multi-
ple revision and set contraction (see (Peppas 1996), (Zhang
1996), (Zhang et al. 1997), (Zhang and Foo 2001), (Peppas
2004), (Peppas 2012), and (Peppas, Koutras, and Williams
2012)). There are a number of reasons, other than pure in-
tellectual curiosity, for studing multiple belief change. For
example, in a multi-agent setting, merging belief sets is an
important process, and so is the revision of a belief set by
another belief set. The connection between belief revision
and non-monotonic reasoning is another important reason
for studying multiple belief change. A third reason is the
study of belief revision/contraction in a framework with a
rich underlying language, like first-order logic, where one
would need to deal with infinite sets of formulas. The reader
is referred to (Zhang 1996) and (Zhang and Foo 2001) for
further discussion on these issues.

!To distinguish the research area from the process, we shall use
the capitalized term Belief Revision for the former and the same
term in lower case letter (i.e. belief revision) for the latter.

2A third type of belief change that also appears in the AGM
framework is belief expansion. However, belief expansion is rather
simple and clearly not of the same importance as the other two.
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Multiple revision and set contraction have been defined
axiomatically and constructively. On the axiomatic side, the
postulates for multiple revision are straightforward general-
izations of the AGM postulates for sentence revision.® The
case for contraction was more complicated. A slight depar-
ture from the spirit of AGM sentence contraction was nec-
essary to accommodate infinite epistemic input. Neverthe-
less, the postulates for set contraction closely follow their
AGM counterparts. On the constructive side, all three major
constructive models have been generalized; namely the sys-
tem of spheres model, the partial meet model, and the epis-
temic entrenchment model. The generalization of the latter
model was also given a new name: the comparative possi-
bility model. Finally, representation results have been estab-
lished connecting the axiomatic and the constructive models.

Once the basic results mentioned above had been estab-
lished, the attention shifted to the relationship between mul-
tiple belief change and sentence belief change. To make the
discussion more concrete, let us consider multiple belief re-
vision. Suppose that K is a logical theory, representing the
initial belief set of a rational agent, and let I be a set of log-
ical sentences representing the epistemic input received by
the agent. We are interested in the relationship between the
revision of K by I', denoted K * I', and the revision of K
by the individual sentences in I'. If T is finite, then if follows
immediately from the postulates that K+I" = K*(AI') (where
AT denotes the conjunction of all sentences in I'). If however
I' is infinite, the postulates are not strong enough to reduce
multiple revision to sentence revision. Such reductions were
proposed independently in (Peppas 1996) and (Zhang et al.
1997), in terms of the conditions (K*F) and (*LP) respec-
tively shown below (Cn(I') is the logical closure of I', and
the symbol C stands for “finite subset”; i.e., A Cy I states
that A is a finite subset of I):

K*F)  K#I'=c r((K*A)+I)
(*LP) K *I'=Uac,r Nac,;cna) K * (AU B)

The two conditions are independent of the postulates for
multiple revision and provide different means of reducing

3By sentence revisionjcontraction we mean classical AGM re-
vision/contraction, where a logical theory K is revised/contracted
by a single logical sentence .



multiple revision to sentence revision.

The relationship between the two conditions, as well as
their characterization in terms of systems of spheres, has
been studied in (Peppas 2004) and (Peppas 2012).

The counterpart of (*LP) for set contraction is condition
(=LP) below:

(-LP)  K-T"=Uac,r Nge,car) K—(A U B)

Condition (~LP) has been mapped into corresponding
constraints in the partial meet model (Peppas, Koutras,
and Williams 2012), and the comparative possibility model
(Peppas 2012).

The same however has not been done for the the set con-
traction counterpart of (K*F). In the article we fill this last
missing piece in the landscape between multiple and sen-
tence belief change. In particular, using generalized versions
of the Harper and Levi identities, we firstly formulate the
set contraction analog of (K*F), which we call (K—F). Sub-
sequently, with two representation results, we characterize
(K-=F) in terms of constraints for the partial meet model as
well as the comparative possibility model.

The article is structured as follows. The next section in-
troduces the necessary definitions and notation, followed by
a review on set contraction. Then condition (K-F) is pre-
sented and its relationship with (K*F) is established. Fol-
lowing this, we briefly review the partial meet model and
prove our first representation result that characterizes (K—F)
in terms of that model. Finally, after a brief review of the
comparative possibility model, we prove our second repre-
sentation result, that characterizes (K=F) in terms of com-
parative possibility. The article ends with some concluding
remarks.

Preliminaries

Throughout this paper we shall be working with a formal
language L governed by a logic which is identified by its
consequence relation . Very little is assumed about L and
+. In particular, L is taken to be closed under all Boolean
connectives, and  has to satisfy the following properties:

(i)  F ¢ for all truth-functional tautologies A.
(i) Ifr (¢ —y) andr ¢, thent y.
(iii)  F is consistent, i.e. ¥ L.
(iv) + satisfies the deduction theorem, that is,
len, 2ot Fyiff - o AaA o Agy — y.
(v)  Fiscompact.

For a finite set of sentences A = {¢1,...,¢,}, of L we
shall use AA to denote the conjunction of all elements of A,
i.e. the sentence ¢; A -+ A ¢,. For a set of sentences I of L,
Cn(I') denotes the set of all logical consequences of T, i.e.
Cn() = {¢p € L: T + ¢}. Whenever A is a finite subset of I,
we write A Cy I

A theory K of L is any set of sentences of L closed under
k, i.e. K = Cn(K). We shall denote the set of all theories of
L by K. A theory K of L is complete iff for all sentences
¢ € L, ¢ € Kor - € K. We shall denote the set of all
consistent complete theories of L by M;. In the context of
Belief Revision, consistent complete theories play the role
of possible worlds and therefore we shall use the two terms
interchangeably. For a set of sentences I' of L, [I'] denotes
the set of all consistent complete theories of L that contain
I'. Often we shall use the notation [¢] for a sentence ¢ €
L, as an abbreviation of [{¢}]. For a theory K and a set of
sentences I, we shall denote by K + I the closure under +
of KUT,ie. K+T = Cn(K UT). For a sentence ¢ € L
we shall often write K + ¢ as an abbreviation of K + {¢}.
For two sets of sentences I', A, we define I' + Aiff ' + §
for all & € A. Finally, the symbols T and L will be used to
denote an arbitrary (but fixed) tautology and contradiction
of L respectively.

Set Contraction

Zhang and Foo, (Zhang and Foo 2001), define set contrac-
tion as a function = : K x2L - K, mapping (K, ') to K-T,
that satisfies the following postulates:

(K-1) K-Tisatheory of L.

(K-2) K-TcK.

(K=3) IfT'is consistent with K then K-I" = K.

(K—-4) IfT is consistent, then I' is consistent with K—T".
(K=5) IfgeKandT + —pthen K C (K-T) + ¢.
(K-6) IfCn() = Cn(A) then K-T' = K-A.

(K=7) IfI' € Athen K-A C (K-T') + A.

(K=8) IfI' € A and A is consistent with K-I", then

K-T' € K-A.

We note that set contraction is different in spirit from
AGM sentence contraction. The aim of the former is to con-
tract the initial belief set K in order to make it consistent with
the epistemic input. On the other hand, the aim of AGM sen-
tence contraction is to reduce K in a way that it fails to entail
the epistemic input. This shift in the aim of contraction was
necessitated by technical considerations that arise when the
epistemic input is an infinite set of sentences (see (Zhang
1996) for details).

Multiple revision was also defined by a set of eight postu-
lates, which we shall refer to as (K * 1) - (K * 8). As already
mentioned, (K * 1) - (K * 8) are straightforward generaliza-
tions of the AGM postulates for sentence revision. Due to
space limitations, and the secondary role of multiple revi-
sion in this article, we will not list the postulates herein (see
(Peppas 2008) for details).

We conclude our review of set contraction with the gener-
alized versions of the Levi and Harper Identities:



K+«T=K-IN+T (Generalized Levi Identity)

K-T=Kn(K=«*I) (Generalized Harper Identity)

Like in the case of sentence revision/contraction, in
(Zhang and Foo 2001) it was shown that any set contraction
function satisfying (K—1)-(K—8), produces through the gen-
eralized Levi identity a multiple revision function satisfying
(K*1)-(K*8). Conversely, every multiple revision function
satisfying (K*1)-(K*8), produces through the generalized
Harper identity a set contraction function satisfying (K—1)-
(K=8).

To improve readability, in the rest of this article we shall
ignore the limiting cases of contracting (or revising) by an
empty or an inconsistent set, and we assume that the epis-
temic input I" is always a non-empty and consistent set of
sentences.

From Infinite to Finite Contraction

In view of the generalized Harper identity we can easily de-
vise the set contraction analog of (K*F):

(K=F)  K-T' =N, r(K-A)+I)NK

Condition (K-F) essentially introduces a method of re-
ducing set contraction by a (possibly infinite) set I', to a se-
ries of contractions by finite subsets of I'. In particular the
method consists of three steps. Firstly, the initial belief set
K is contracted by each finite subset A of I', and then each
contracted belief set K—A is expanded by I'. Secondly, all
resulting sets (K—A) + I are intersected. Finally, from this
intersection we keep only the beliefs that are also in K.

Theorem 1 below proves that (K—F) is indeed the coun-
terpart of (K*F) for set contraction (due to space limitations,
the proof of the theorem is omitted):

Theorem 1 Let K be a theory, — a set contraction function
satisfying (K—1) - (K—8) and * the multiple revision function
generated from — via the Generalized Levi Identity. Then —
satisfies (K—F) iff * satisfies (K*F).

The Partial Meet Model

The partial meet model for set contraction, is based on the
notion of a remainder of a belief set. More precisely, let K
be a theory and I' a nonempty consistent set of sentences. A
remainder of K with respect to I', also called a I'-remainder
for short, is any maximal subset of K that is consistent with I"
(Zhang and Foo 2001); the set of all [-remainders is denoted
by K 1L T'. By Rk we shall denote the set of all remainders
of K with respect to any nonempty consistent I'; i.e. Rx =
UHKLT :0#T CLandT ¥ L}.

Consider now a preorder < in Rg. For any nonempty set
of remainders U C Rk, by max<(U) we shall denote the

maximal elements of U with respect to <, i.e. max<(U) =
{HeU:forall D e U,D < H}.

A preorder < on Rg essentially encodes preference be-
tween remainders with the better remainders appearing
higher in the preorder. Given this reading, the partial meet
model defines the (set) contraction of K by I as the theory
resulting from the intersection of the best I'-remainders:

(8C) K-T =(\max<(KLT)

It turns out that the functions induced by (SC) are a su-
perset of those satisfying the postulates for set contraction
(K=1) - (K=8). To obtain an exact match between the two,
two extra constraints are needed on <. The first guarantees
that the set max<(K ILT) is always well defined:

(1) KAUT has a maximal element.

For the second constraint we need an extra definition. We
define the closure of a nonempty set of remainders U C Rk,
denoted [U], to be the set [U] = {H € Rx : (U € H}. If
U = 0 we define [U] = 0. We shall say that a set of remain-
ders U is plain iff U is equal to its closure; i.e. U = [U].
The second constraint on < requires that for all nonempty
and consistent I', max<(K 1LT) is plain:

(2) maxg(KLT) = [max<(K LT)].

For a belief set K we shall say that a preorder < on Ry is
canonical iff < is total, it satisfies (< 1) - (< 2), and it has K
as its maximal element (i.e. K’ < K, for all K’ € Rg).

In (Zhang and Foo 2001), it was shown that contraction
functions generated from canonical preorder < via (SC), co-
incide precisely with the class of function satisfying the pos-
tulates (K=1) - (K-8).4

Theorem 2 (Zhang and Foo 2001). Let K be a theory and
< a canonical preorder in Rg. The function — defined from

<via (SC) satisfies (K-1) - (K=8).

Theorem 3 (Zhang and Foo 2001). Let K be a theory and
— a set contraction function satisfying (K—1) - (K=8). There
exists a canonical preorder < in Rk satisfying (SC).

We note that there is a close relation between remainders
and possible worlds which was proved in (Peppas, Koutras,
and Williams 2012) and which will be used extensively in
the forthcoming discussion:

Lemma 1 Let K be a theory. For any remainder H € Ry
there is a possible world 7z € My such that H = K N z
Conversely, for any z € My, KNz € Rg.

Two immediate consequences of Lemma 1 are the follow-
ing useful corollaries:

“To be precise, the results in (Zhang and Foo 2001) were stated
slightly differently. However it is straightforward to derive Theo-
rems 2 and 3 form the results reported in (Zhang and Foo 2001).



Corollary 1 Let K be a theory, and H,H' two distinct re-
mainders in Rx. If H # K, then H £ H'.

Corollary 2 Let K be a theory, H a remainder in Ry, and T’
a nonempty consistent set of sentences such that K + T + L.
If T is consistent with H, then H € K LT

(K-=F) in the Partial Meet Model

To devise the counterpart of (K—F) in the partial meet model,
first we need some extra definitions and notations.

Let K be a theory and < a preorder in Rg. For any re-
mainder H € Rk, by HS we denote the set of all re-
mainders that are greater or equal to H (wrt <); i.e. HS =
{D € R : H < D}. Moreover, for a set of remainders
U C Rk, by U= we denote the set US = | ey HS.

Next consider the condition (PF) below:

(PF)  For any nonempty U C Rk, [UY] € U~.

Condition (PF) says that for any nonempty set of remain-
ders U, the smallest upper set of (R, <) that contains U is
plain (recall that a set of remainders is plain iff it is identical
to its closure).

Although not immediately apparent, (PF) is essentially a
smoothness condition (similar to the limit assumption in the
systems of spheres model — see (Peppas 2008)). To see this
consider a preorder < that violates (PF), and let H, be a re-
mainder such that H(f is not plain. Then there is a remain-
der H, € [H] that is strictly smaller than Hy wrt <; i.e.
H, < Hy. Likewise, Hf may also not be plain, leading to the
existence of a H, € [[Hf]}, such that H, < H;. Continuing
in this fashion, we may eventually end up with an infinitely
decreasing chain of remainders - -- < Hz < Hy, < H; < Hj,
such that for each i > 0, Hy.y € [H]. Hence, if we at-
tempt to find a plain upper set of (Rg, <) that contains Hy,
we will be moving deeper and deeper into (R, <) without
ever reaching an end. Condition (PF) is design to exclude
such anomalies, as shown by Theorem 4 below this is ex-
actly what is needed for reducing infinite contractions to fi-
nite contractions:

Theorem 4 Let K be a theory and < a canonical preorder in
Rk. The set contraction function — defined from < by means
of (SC) satisfies (K—F) iff < satisfies (PF).

Proof.
(=)

Assume that — satisfies (K—F). Let U C Rk be any
nonempty subset of Rx. Suppose towards contradiction that
[US] € US; i.e. thereis a D € [U<] such that D ¢ U<.

Clearly D # K, and therefore by Lemma 1, there is a
world z € M; — [K] such that D = K N z. Consider now
the theory K—z. It is not hard to verify that D is the only

element of K L z and therefore K-z = D. As a first step
towards the desired contraction we show that for all A C; z,
K-A is inconsistent with z.

Consider any A Cy z. Since D € [U~] we derive that
() U= C D, and therefore, ~(AA) ¢ () U<. This again entails
that for some H € U, thereisa E € KL A suchthat H X E
and —(AA) ¢ E. On the other hand, from D ¢ U we derive
that D < H, for all H € U. Combining the two it follows
that D ¢ max(K 1L A) and therefore by (<2), there is a ¢ €
(N max(K 1L A) such that ¢ ¢ D. Since (Ymax(K 1L A) =
K—-A C K, and D = K N z, we then derive that ¢ € z and
therefore z is inconsistent with K—A as desired.

Since A was chosen arbitrarily, it follows that
Nac,z((K=A)+2z) = L and therefore ((Nac,.(K-A)+2))NK
= K. On the other hand, we have shown that K-z = D # K.
This clearly violates (K—F).

(=)

Assume that < satisfies (PF). Let ' € L be any nonempty,
consistent set of sentences. If I' is consistent with K then so
is every finite subset A of I" and therefore, K—I' = K—-A = K,
from which (K-F) trivially follows. Assume therefore that
I" is inconsistent with K.

We proceed in two steps. First we show that forall A C, T,
if K=A is consistent with I" then (K-A) + ') N K = K-T.
Then we prove that there is at least one such A.

Let A be an arbitrary finite subset of I'. Clearly, if K—-A
is inconsistent with I then clearly (K-A) + ) N K = K.
Consider now the case that K—A is consistent with I'. Then
there is at least one I'-world, call it z, in [ max(K L A)].
Let H be the set H = K N z. By Lemma 1 and Corollary 2,
H € K LLT. Moreover by construction, (\max(K ILA) C H
and therefore, by (<2), H € max(K L A). Given that all
I'-remainders are also A-remainders, from the fact that a I'-
remainder (namely H) is among the maximal A-remainders
we derive that

max(KLT)={De KLA: DUT ¢ 1} (1)

Call V the set of worlds, V = {z € M, : for some D €
K1LA,D = Knz}. By Lemma 1 and Corollary 2 it follows
immediately that K L A = {K Nz : z € V} and therefore
[K=A] = [K] U [ V]. Moreover, from (<2) we derive that
[N V] = V.5 Hence,

[K~A] = [K]UV 2)

From (1) and the definition of V we derive that max(K 1.
N={KNnz:z e VnII}, and consequently, [K-T] =
[KIV[NVNITD] = [KJu(VN[T]) = (K]JuV)N(TTU[K]).

5Clearly V < [ V]. For the converse, let u be any world
in [\ V]. Define E to be the set E = K N u. By Lemma 1,
E € Rk. Moreover by construction, K N ((\ V) € E, and there-
fore, (\max(K ILA) C E. Hence by (<2), E € K 1L A, and therefore
u € V as desired.



Therefore, because of (2), [K-I'] = [K-A] N ([T'J U [K]) =
([K-AIN[IDU([K=A]IN[K]). Since [K] C [K-A] we then
derive that K-TI" = ((K-A) + I') N K as desired.

Hence we have shown that for any A Cy T, either
(K-A)+IN)NK =K-T or (K-A)+I')Nn K = K depending
on whether K—A is consistent with I'. Consequently, either
Nac,(K=A)+T)NK = K-T, or Nyc, (K-A)+DNK =K,
depending on whether or not there exists at leastone A Cy I’
such that K—A is consistent with . We conclude the proof
by showing that such an A does indeed exist.

Define U to be the set, U = {H € Rg : thereisa A Cp I’
such that H € max(K 1L A)}. First observe that I" is con-
sistent with () U<, for otherwise there is a B Cy T' such
that =(AB) € () U<, contradicting the fact that, by construc-
tion, K 1L B C U<. Since I is consistent with U<, there is a
world z € [I'] such that z € [() U<]. Define D to be the set
D = Knz. Clearly, by Lemma 1 and Corollary 2, D € K ILT.
Moreover by construction Y US € K and (US C g,
from which we derive that YU € K Nz = D. Conse-
quently, D € [U<] and therefore by (PF), D € U<. This
again entails that all maximal [-remainders belong to U<.
Hence by the construction of U, there is an A C¢ I' and an
H € max(K 1L A) such that H < D, for all D € max(K 1LT).
Given that all I'-remainders are also A-remainders (because
A ¢, TN), by Corollary 2 we derive that D € max(K 1L A) and
therefore I is consistent with K—A. &

The Comparative Possibility Model

Apart from the partial meet model, another popular con-
structive model for (sentence) contraction is epistemic en-
trenchment (Gardenfors and Makinson 1988). As mentioned
in the introduction, the epistemic entrenchment model was
extended in (Peppas 2012) to cater for infinite epistemic in-
put. The generalized version is called the comparative pos-
sibility model.

Formally, a comparative possibility preorder, relative to
a belief set K, is a binary relation < between nonempty
sets of sentences, that satisfies the following axioms (for all
nonempty I, A, E C L):

(CP1) IfT<AandA <EthenT < E.

(CP2) IfT'rAthenT <A.

(CP3) IfT ¥ L, then there exists a z € [I'] such that
<z

(CP4) IfK ¥ L,then KUA ¥ Liff T < A for all
nonempty I' C L.

(CP5) IfT < Aforall nonempty A C L, then T+ L.
(CP6) Ifforalldo € Cn(A), I <T'U{d}),thenT <TUA.

The intuition behind comparative possibility is different
to that for epistemic entrenchment. Rather than encoding the
comparative degree of resistance a sentence ¢ exhibits to its
removal, comparative possibility relates to the degree of pos-
sibility of (the proposition represented by) a set of sentences:

the more possible a set of sentences is, the higher it appears
in the comparative possibility preorder (see (Peppas 2012)
for a discussion on the origins of comparative possibility).

Given a comparative possibility preorder < related to a
belief set K, the set contraction of K by a nonempty, con-
sistent set I" can be constructed by means of the following
condition:

PC) xeK-Tiff xe KandT U {-x}<T.

In (Peppas 2012) it was shown that the comparative pos-
sibility model is sound and complete with respect to the pos-
tulates for set contraction:

Theorem S Let K be a theory and < an comparative pos-
sibility preorder related to K. Then the function — con-
structed from < via (PC) is a set contraction function sat-
isfying (K-1) - (K=8).

Theorem 6 Let K be a theory and — a set contraction func-
tion satisfying (K—1) - (K—8). Then there exists an compara-
tive possibility preorder < related to K which satisfies (PC).

We conclude our review of comparative possibility with
three auxiliary results reported in (Peppas 2012) that we will
use in the following section. The first result shows that all
comparative possibility preorders are total.

Lemma 2 Let K be a theory and < a comparative possi-
bility preorder related to K. For any two nonempty set of
sentences ', ACL T <AorA<T.

For the second and third result we need on last definition.
For any two nonempty sets I', A, we define the set disjunc-
tion of I" and A, denoted I" v A as follows:

IF'vA={xVvy: I'+xand A+ y}

Notice that if " or A is consistent, then I" v A is also con-
sistent. Moreover clearly, ' + ' v A, A + T' v A, and it is
not hard to verify that [[" v A] = [I'] U [A]. The second aux-
iliary result confines the position of I' v A in a comparative
possibility preorder:

Lemma 3 Let K be a theory, < a comparative possibility
preorder related to K, and ', A any two nonempty, consistent
sets of sentences. If T < A, thenT v A < A.

The final result form (Peppas 2012) we shall use herein,
relates to a condition that is equivalent to (PC):

(SP) T < Aiff Ais consistent with K—('vA)orT" + L.

Theorem 7 Let K be a theory, < a comparative possibility
preorder related to K, and — a set contraction function. Then
= and < satisfy (SP) iff = and < satisfy (PC).



(K=F) in the Comparative Possibility Model

Once again we need some extra definitions to formulate the
counterpart of (K—F) in the comparative possibility model.

Let K be a theory and < a comparative possibility preorder
related to K. For a nonempty set of of possible worlds ¥ we
define Y= to be the set Y= = {z € M : thereis aw € Y such
that w < z}.

Consider now condition (CF) below:
(CF)  For any nonempty ¥ € Mg, [ Y<] C Y=.

There is clearly a strong resemblance between the condi-
tions (CF) and (PF). This is no accident. Like (PF), condition
(CF) is essentially a smoothness condition, which turn out to
be the analog of (K—F) in the comparative possibility model:

Theorem 8 Let K be a theory, < a comparative possibility
preorder related to K, and — the set contraction function in-
duced from < via (PC). Then — satisfies (K—F) iff < satisfies
(CF).

Sketch of the Proof.
(=)

Assume that — satisfies (K—F). Let Y C M be an arbitrary
nonempty set of possible worlds. Suppose towards contra-
diction that there is a z € [() Y=] such that z ¢ Y=.

Consider now an arbitrary finite subset A of z. From z €
[N Y=] we derive that there is a w € Y= such that w + A.
Hence from (CP2), w < A. Moreover from z ¢ Y= we have
that z < w. Therefore from (CP1), z < A and consequently
from Theorem 7 we derive that z is inconsistent with K—(A v
7). Moreover notice that since A Cy z, it follows that Cn(A v
z) = Cn(A), and therefore by (K-6), K—(A v z) = K-A.
Hence we have shown that for any A Cf z, (K=A) + z = L,
and consequently, (4 (K ~A)+z2)NK)=K.

On the other hand notice that from z ¢ Y= it follows that z
is inconsistent with K and therefore, K-z # K. Hence K-z
N ac, (K ~A)+2)NK) which of course contradicts (K=F).

(=)

Assume that < satisfies (CF) and let I" be any nonempty con-
sistent set of sentences. Consider any A Cr I'. If K—A is in-
consistent with I then clearly, (K—-A)+I)NK = K. If on the
other hand K—A is consistent with I', it can be shown with
the aid of Theorem 7 and (CF), that (K-A)+I)NK = K-T.

Hence for any A C¢ T, either (K-A) + ) N K = K-T'
or (K-A) +I') n K = K, depending on whether K—A is
consistent or not with I'. Therefore to conclude the proof of
(K-F) it suffices to show that there is at least one A C T’
such that K—A is consistent with I". This can be done with
the aid of Theorem 7. B

Conclusion

This article contributes to the ongoing discussion on mul-
tiple belief change. We introduced a new condition, called
(K-=F), for reducing infinite contraction to finite contraction.
Condition (K-F) was derived from a similar condition for
multiple revision, with the use of the generalized Levi and
Harper identities.

The main results of this article are Theorem 4 and The-
orem 8 that map (K—-F) into two well known constructive
models for set contraction, namely, the partial meet model,
and the comparative possibility model respectively.

‘We note that a condition similar to (K—F), called the limit
postulate for set contraction, has also been translated into
the partial meet and comparative possibility models (Zhang
and Foo 2001), (Peppas 2012). This paper offers an alterna-
tive to the limit postulate for set contraction, and the repre-
sentation results reported herein provide the formal appara-
tus necessary to evaluate the two different methods of reduc-
ing infinite to finite contraction.
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