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Abstract

We present an approach to integrating rules and ontologies on
the basis of the first-order stable model semantics proposed
by Ferraris, Lee and Lifschitz. We show that some existing
integration proposals can be uniformly reformulated in terms
of the first-order stable model semantics. The reformulations
are simpler than the original proposals in the sense that they
do not refer to grounding.

Introduction

Integrating nonmonotonic rules and ontologies has received
much attention, especially in the context of the Semantic
Web. A hybrid knowledge base is a pair (7,P) where T
is a FOL knowledge base (typically in a description logic)
of signature 3 and P is a logic program of signature Xp.
The existing integration approaches can be classified into
three categories: loose integration, tight integration with
semantic separation and tight integration under a unifying
logic (Nazarenko et al. 2010). In the loose integration ap-
proach, 7 and P are viewed as separate, independent com-
ponents, and they are connected through minimal safe in-
terfaces for exchanging data (usually in the form of ground
atoms). Examples in this category include nonmonotonic dI-
programs (Eiter et al. 2008) and the combination of descrip-
tion logics and defeasible logic (Wang et al. 2004). In the
tight integration with semantic separation approach, 7 and
‘P are more tightly integrated, but the predicates in ¥+ and
Yp are kept separate. It builds an integrated model I as the
union of a model I of 7 and a model Ip of P with the same
domain. Examples are r-hybrid KB (Rosati 2005), DL+1log
(Rosati 20006), g-hybrid KB (Heymans et al. 2008), and f-
hybrid KB (Feier & Heymans 2009). Finally, in the tight
integration under a unifying logic approach, T and P are
treated uniformly by translating them into a uniform logic,
and there is no principled separation between X7 and Xp.
Examples are Hybrid MKNF KB (Motik & Rosati 2010), the
first-order autoepistemic logic based integration (de Bruijn
et al. 2007a), and the QEL-based integration (de Bruijn et
al. 2007b). This approach is attractive since it provides a
seamless integration of DLs and logic programs, and infor-
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mation flow is bi-directional. On the other hand, computa-
tional complexity is high.

In this paper, we investigate whether the first-order stable
model semantics (Ferraris, Lee, & Lifschitz 2011), which
naturally extends both first-order logic and logic programs,
can serve as a unifying logic for the integration of rules and
ontologies. As the first step, we show how some of the ex-
isting integration proposals can be reformulated in terms of
the first-order stable model semantics. Our reformulations
are simpler than the original proposals in the sense that they
do not refer to grounding.

We begin with a review of the first-order stable model se-
mantics, and the notion of semi-safety. Then we present a
reformulation of DL + log in the first-order stable model
semantics, and show how the small predicate property, that
is ensured by semi-safety, can be used to strengthen some
complexity results related to DL + log. Then we relate our
approach to the approach in (de Bruijn et al. 2007b) that
uses Quantified Equilibrium Logic as a unifying logic and,
as a corollary, show a reformulation of g-hybrid knowledge
bases. Next we relate our approach to nonmonotonic dI-
programs.

Background

Review: First-Order Stable Model Semantics
(FOSM)

We assume the following set of primitive propositional con-
nectives and quantifiers:

1 (falsity), A, Vv, —, V¥, 3.

—F' is an abbreviation for F' — 1, symbol T stands for
1 — 1,and F « G stands for (FF — G) A (G — F).

In (Ferraris, Lee, & Lifschitz 2011) the stable models
are defined in terms of the SM operator with intensional
predicates. For any first-order sentence F' and any list
p = (p1,...,pn) of intensional predicates, SM[F; p] is de-
fined as

F A=3u((u < p)AF*(u)),

where u is a list of distinct predicate variables uy, ..., Uy,
and F*(u) is defined recursively:

"Here we use the expression SM[F; p] in place of SMp,[F] used
in (Ferraris, Lee, & Lifschitz 2011).



p;i(t)* = u;(t) for any list t of terms;

e [* = F for any atomic formula F' that does not contain
members of p;

(F©G)* = F*©G*, where © € {A,V};
(F—=GQ)=(F*—=G)N(F = G);

(QeF)* = QxF*, where Q € {V,3}.

The models of SM[F'; p] are called the p-stable models
of F. Intuitively, they are the models of F’ that are “stable”
on p. We often write SM[F| instead of SM[F’; p] when p is
the list of all predicate constants occurring in F', and call a
model of SM[F] simply a stable model of F. Answer sets
are defined as a special class of stable models as follows. By
o(F) we denote the signature consisting of the object, func-
tion and predicate constants occurring in F. By pr(F) we
denote the list of all predicate constants occurring in F'. If F
contains at least one object constant, an Herbrand interpreta-
tion of o (F') that satisfies SM[F; pr(F')] is called an answer
set of F'. The answer sets of a logic program II are defined
as the answer sets of the FOL-representation of II (i.e., the
conjunction of the universal closures of implications corre-
sponding to the rules). For example, the FOL-representation
of the program

p(a)

q(b)

r(x) < p(z),not q(x)
is

pla) A q(b) AVa((p(z) A =q(z)) = r(x). (1)

It is shown in (Ferraris, Lee, & Lifschitz 2011) that this def-
inition of an answer set, when applied to the syntax of logic
programs, is equivalent to the traditional definition of an an-
swer set, which is based on grounding and fixpoint construc-
tion, given in (Gelfond & Lifschitz 1988).

The following proposition tells us that first-order logic
formulas and logic programs can be viewed as special cases
of SM[F'; p].

Proposition 1

(a) If F is a first-order sentence, then the models of F (in
the sense of classical logic) are precisely the models of
SM(F’; ().

(b) If F'is the FOL representation of a logic program 11, then
the answer sets of 11 in the sense of (Gelfond & Lifschitz
1988) are precisely the Herbrand interpretations of o (F)
that satisfy SM[F'; pr(F)).

Part (a) is easy to see; Part (b) is Theorem 1 from (Fer-
raris, Lee, & Lifschitz 2011) .

Semi-Safety and Small Predicate Property

We assume that the signature contains no function constants
of positive arity. To every quantifier-free formula F', we as-
sign a set RV, (F') of restricted variables relative to p as
follows.

e For an atomic formula F' (including equality and 1),

— if F is an equality between two variables, or is
an atom whose predicate constant is not in p, then
RV, (F) = 0;

— otherwise, RV, (F) is the set of all variables occurring
in F';
e RV,(GAH)=RV,(G) URV,(H);
e RV,(GV H)=RV,(G) NRVp(H);
e RV,(G— H) =0.

We say that a variable x is p-restricted in a quantifier-free
formula F'if € RV, (F).

Recall that the occurrence of one formula in another is
called positive if the number of implications containing that
occurrence in the antecedent is even, and negative otherwise.
We say that an occurrence of a predicate constant, a variable,
or any other subexpression in a formula F' is strictly positive
if that occurrence is not in the antecedent of any implication.

Consider a sentence F' in prenex form:

Qiz1 - Qur, M 2

(each Q; is V or 3; x4, ..., x, are distinct variables; the ma-
trix M is quantifier-free). It is shown that every first-order
formula under the stable model semantics can be turned into
prenex form (Lee & Palla 2007, Theorem 2). We say that F’
is semi-safe relative to p if every strictly positive occurrence
of every variable x; in M belongs to a subformula G — H
where x; is p-restricted in G.

Proposition 2 below shows that all stable models of a
semi-safe sentence have the small predicate property: the
relation represented by any of its predicate constants p; can
hold for a tuple of arguments only if each member of the
tuple is represented by an object constant occurring in F'.
For any finite set ¢ of object constants, in.(x) stands for the

formula
\/ T =c.

cec

The small predicate property relative to p, denoted by SPPY,
is the conjunction of the sentences

Vvl,...7vn<p(v1,...,vn)—> /\ inc(vi))

i=1,...,n

for all predicate constants p in p, where vy, . .
tinct variables.

The following proposition is an extension of Proposition 1
from (Lee, Lifschitz, & Palla 2009), where p was limited to
the list of predicate constants occurring in F'. It says that
every stable model of a semi-safe sentence satisfies the small
predicate property.” By c(F') we denote the set of all object
constants occurring in F'.

., Uy, are dis-

Proposition 2 For any semi-safe sentence F' relative to p,

Sformula SM[F’; p] entails SPPE(F).

In (Lee, Lifschitz, & Palla 2008; Lee, Lifschitz, & Palla
2009), the definition of safety is extended to arbitrary sen-
tences by restricting semi-safe sentences to satisfy a further
condition. It is shown there that a safe sentence and the re-
sult of its grounding have the same stable models.

This extension is mentioned in (Bartholomew & Lee 2010).



FOSM Based Integration

DL knowledge bases can be viewed as theories in first-order
logic. Given a DL knowledge base 7 of signature ¥ and
a logic program P of signature >p, our approach is to iden-
tify the models of the hybrid knowledge base (7, P) with
the interpretations of signature 7 U Xp (in the sense of
classical logic) that satisfy SM[FO(T) A FO(P); p|, where
FO(T) and FO(P) are the first-order representations of 7~
and P respectively, and p is a list of intensional predicates.
We assume that 7 and P are finite, and so are the predicate
constants in Xp. Typically, existing integration approaches
assume that the signatures do not contain function constants
of positive arity, and 37 and Xp share the same set of ob-
ject constants, but have disjoint sets of predicate constants;
typically p is the list of all predicate constants in >p.

Example 1 (de Bruijn et al. 2007b, Example 1) Consider a
hybrid knowledge base consisting of a classical theory T :

Vx(PERSON(x) — (AGENT (z) N\ (3yHAS-MOTHER(z,y))))

Va((JyHAS-MOTHER(z,y)) — ANIMAL(z))

which says that every PERSON is an AGENT and has some
(unknown) mother, and everyone who has a mother is an
ANIMAL, and a nonmonotonic logic program P:

PERSON(z) < AGENT (), not machine(x)
AGENT (DaveB)

which says that AGENTs are by default PERSONs, un-
less known to be machines, and DaveB is an AGENT.
SM[FO(T) A FO(P); machine| entails Person(DaveB).
Furthermore, it entails each of JyHAS-Mother(DaveB, y)
and ANIMAL(DaveB).

Relating to DL + log by Rosati

In DL + log, predicate constants are partitioned into DL
predicates Py and Datalog predicates Pp. DL predicates
are further partitioned into concept names and role names.
Additionally, DL + log assumes a countably infinite set of
object constants, denoted by C.

A DL + log knowledge base is denoted by (7, P), where
T is a DL knowledge base of signature (C, Pr) and P is
a Datalog program of signature (C, P U Pp) consisting of
rules R of the form

Pr(X1) 5 s pa(Xn)
Tl(Yl)a-~-7Tm(}/m)751(Zl)a"'75k’(Zk’)a (3)
not u; (Wh), ..., not up(Wp,)

(n>0,m>0,k>0,h>0)where X;,Y;, Z;, W, are lists
of object variables and object constants, and

e cach p; is either a DL predicate or a Datalog predicate;

e cach r;, u; is a Datalog predicate;

e cach s; is a DL predicate;

e (Datalog safety) every variable occurring in R
must also occur in at least one of the atoms
rl(Yl)v s 7Tm(Ym)7 51(21)7 sy Sk(Zk');

o (Weak safety) every variable occurring in the head

must also occur in at least one of the atoms
r1(Y1), .ot (Yin).

Rosati (2006) presents two semantics of DL + log KB:
the monotonic and the nonmonotonic semantics. The mono-
tonic semantics of DL + log is given by simply viewing
T and P as theories in first-order logic: given a DL + log
knowledge base (7, P) of signature (C, Pr U Pp), an in-
terpretation I is a monotonic model of (T, P) if I satisfies
FO(T)AFO(P). In view of Proposition 1 (a), this semantics
can be expressed by SM[FO(T) A FO(P); 0.

The nonmonotonic semantics of DL + [og is based on the
stable model semantics for disjunctive logic programs. The
notation gr(P,C) represents the ground program obtained
by replacing every variable in every rule of P with every
object constant in C'.

Given gr(P,C) and an interpretation I of signature
(C, Pr), the projection of gr(P,C) with respect to I, de-
noted by II(gr (P, C), I), is obtained as follows. For every
rule R € gr(P,C),

e delete R if I = r(t) for some head atom r(t) such that

r € Pr;

e delete every atom (t) in the head such that € Pr and

T B r(t);

e delete R if I £ r(t) for some atom r(t) in the body such
that r € Pr;

e delete every atom r(t) in the body such that € Pr and

IEr(t).

The DL + log approach imposes the standard name as-
sumption: every interpretation is over the same fixed, count-
ably infinite, domain A, and in addition, the set C' of ob-
ject constants is such that it is in the same one-to-one cor-
respondence with A in every interpretation. As a result, for
simplicity, we assume that the domain with respect to every
interpretation is C.

An interpretation I (in the sense of classical logic) of a
signature o can be represented as a pair (I, X), where I/
is the restriction of I to function constants (including object
constants) from o, and X is the set of atoms, formed using
predicate constants from o and the names of elements of |,
which are satisfied by .

Given a DL + log knowledge base (7,P) of signature
(C, Pr U Pp), an interpretation [ is a nonmonotonic model
of (T,P) if
e | (the restriction of I on C') is an identity function that

maps every constant in C to itself;

o (I|c,I|p,) satisfies T
e (I|c,I|p,), identified with a set of ground atoms, is an
answer set of Il(gr(P, C), (I|c, I|p,)).

The following proposition shows how the nonmonotonic
semantics of DL + log can be reformulated in terms of the
first-order stable model semantics.

Proposition 3 For any DL + log knowledge base (T, P),
under the standard name assumption, the nonmonotonic
models of (T, P) according to (Rosati 2006) are precisely
the interpretations of (C, Pr U Pp) that satisfy

SM[FO(T) A FO(P); Pp].

Since the reformulation does not refer to grounding, ar-
guably, it provides a simpler account of DL + log.



On the Safety Conditions imposed in DL + log

Recall that DL + log imposes weak safety (every variable
occurring in the head of a rule also occurs in a Datalog atom
in the positive body) and Datalog safety (every variable oc-
curring in a rule also occurs in the positive body), which,
even when combined, yields a condition that is weaker than
DL-safety (Motik, Sattler, & Studer 2005), where every vari-
able occurring in a rule is also required to occur in a datalog
atom in the positive body.

Note that in Proposition 3 we identify Datalog predicates
with intensional predicates, and DL predicates with non-
intensional predicates. Clearly, under this view, the def-
inition of semi-safety presented earlier coincides with the
definition of weak-safety for programs whose rules have
the form (3). In fact, by using the property ensured by
semi-safety, below we show that weak safety is a sufficient
condition for guaranteeing decidability of reasoning with
DL + log.

Proposition 4 Let K = (T, P) be a DL + log knowledge
base such that P is weakly safe but is not necessarily datalog
safe. Let P’ be the program obtained from P by removing
in every rule, all the negative datalog literals that contain
a variable that occurs only in the negative body. Then K is
equivalent (under the nonmonotonic semantics) to the DL +
log knowledge base (T, P’).

Since the complexity of the transformation required to ob-
tain P’ is polynomial in the size of P, the decidability results
(Theorems 11 and 12 from (Rosati 2006)) and the complex-
ity results (Theorem 13 from (Rosati 2006)) with respect to
the nonmonotonic semantics can be straightforwardly car-
ried over to DL + log knowledge bases (7, P) where P is
weakly safe but not necessarily datalog safe. In other words,
in terms of decidability and complexity results mentioned
above, the requirement of datalog safety can be dropped.

The proof of Proposition 4 uses the following lemma,
which is a slight extension of Theorem 3 from (Ferraris, Lee,
& Lifschitz 2011).

Lemma 1 If G does not contain any strictly positive occur-
rences of predicates in p, then SM[F' A G; p] is equivalent
to SM[F; p] A G.

Proof of Proposition 4 If P is weakly safe and datalog
safe, then P’ is the same as P. Assume that P is weakly safe
but not datalog safe. Then there is a rule that contains some
variable y that occurs only in a negative datalog literal. P’
is obtained from P by removing all negative datalog literals
that contain such a variable y. By Lemma 1, since FO(T)
contains no predicate from Pp,

SMIFO(T) A FO(P); Pp]
is equivalent to
FO(T) A SM[FO(P); Pp].

Similarly
SM[FO(T) A FO(P'); Pp]
is equivalent to

FO(T) ASM[FO(P'); Pp].

So it is sufficient to show that SM[FO(P); Pp] is equivalent
to SM[FO(P’); Pp]. Since P is semi-safe relative to Pp,
P’ is also semi-safe relative to Pp. By Proposition 2 above
and Theorem 9 from (Ferraris, Lee, & Lifschitz 2011), it is
sufficient to show that under the assumption SPPfg;), where
¢(P) is the set of object constants occurring in P,

(@ < Pp) = (FO(P)*(q) <> FO(P")"(q))

is logically valid. Given a rule, let F(y) be the conjunc-
tion of negative datalog literals that contain a variable oc-
curring only in a negative datalog literal, and y is the list
of all such variables. Formula (4) is logically valid, since
(IyF(y))*(q) is equivalent to Jy F'(y) under the assump-
tion q < Pp, and Jy F'(y) is equivalent to T under the as-

sumption SPP?;) (the extents of predicates in Pp are finite)
and the standard name assumption (there are infinitely many

objects in the domain). 11

Relating to QEL with hybrid Rules

We refer the reader to Section A.5.1 from (Ferraris, Lee, &
Lifschitz 2011) for a review of quantified equilibrium logic
(QEL). By Choice(p) we denote the conjunction of “choice
formulas” Vx(p(x) V —p(x)) for all predicate constants p
in p where x is a list of distinct object variables whose
length is the same as the arity of p. According to the QEL-
based integration approach in (de Bruijn et al. 2007b), an
HT-interpretation Z of signature (C, Pr U Pp) is a model
of the hybrid knowledge K = (7,P) iff it is an equilib-
rium model of FO(T) A FO(P) A Choice(Py). Formula
FO(T) A FO(P) A Choice(Pr) is called the stable closure
of K. The following proposition shows the relationship be-
tween the QEL-based approach and our approach.

Proposition 5 For any hybrid knowledge base K = (T, P)
of signature (C, Pr U Pp), an HT-interpretation {J, X, X )
of the same signature is an equilibrium model of K in the
sense of (de Bruijn et al. 2007b) iff (J, X)) satisfies

SM[FO(T) A FO(P); Pp).

The proof of the proposition is immediate from Lemma 9
from (Ferraris, Lee, & Lifschitz 2011), which establishes the
relationship between equilibrium logic and SM[F’; p] for the
special case when p is the list of all predicate constants in the
signature, and the following proposition, which tells us that
the set of intensional predicates can be increased by using
choice formulas. Recall that by pr(F') we denote the list of
all predicate constants occurring in F'. By Fualse(p) we de-
note the conjunction of ¥x—p(x) for all predicate constants
pin p.

Proposition 6 Formula

SM[F’; p] <+ SM[F' A Choice(pr(F)\p) A False(p\pr(F))]
is logically valid.

Relating to g-hybrid KBs

de Bruijin et al. (2007b) relate the QEL approach to -hybrid
(Rosati 2005) and g-hybrid knowledge bases (Heymans et



al. 2008). As a corollary of Proposition 5 in this paper, we
can thus relate our approach to r-hybrid and g-hybrid knowl-
edge bases. Here we present the result only with respect to
g-hybrid knowledge bases since we already covered the re-
lationship to DL + log, which is an extension of r-hybrid
knowledge bases.

g-hybrid knowledge bases are based on the open an-
swer set programming (Heymans, Nieuwenborgh, & Ver-
meir 2005) approach. More specifically, a g-hybrid knowl-
edge base is a pair (7, P), where T is a DL knowledge base
of signature (C, Py) and P is a guarded program of signa-
ture (C, Py U Pp) such that P N Pp = (). A program is
said to be guarded if, for all rules R that are not of the form

p(t) V not p(t) < )

there exists an atom A in the positive body (known as the
guard) such that all the variables occurring in R also oc-
cur in A. This implies that, in addition to such safe rules
R, guarded programs also allow unsafe choice rules of the
form (5). Also, guarded programs allow negation in the head
but with the restriction that there can be at most one non-
negated atom in the head.

Given an interpretation I of signature (C, Py U Pp), pro-
gram P; is defined as the ground program obtained from P
by first replacing every occurrence of ¢ from C' in it with
¢! and then grounding the resulting program with respect to
the universe of I. Interpretation I is a model of the g-hybrid
knowledge base (7, P) if

o the restriction of I to (C, Pr) is a model of T, and

e the restriction of I to (C, Pp), viewed as a set of ground
atoms, is an answer set of I1(Pz, I).3

The following proposition is a corollary to Theorem 2
of (de Bruijn et al. 2007b) and Proposition 5.

Proposition 7 For any g-hybrid knowledge base K =
(T, P), an interpretation I of signature (C, Pr U Pp) is
a model of K in the sense of (de Bruijn et al. 2007b) iff I is
a model of

SM[FO(T) A FO(P); Pp).

Relating to Nonmonotonic dl-programs by
Eiter et al.

Review: Nonmonotonic dl-programs

We first review the syntax and the semantics of dl-programs.
For simplicity, we do not allow strong negation. A non-
monotonic dl-program (Eiter e al. 2008) is a pair (T, P),
where 7T is a DL knowledge base of signature (C, Pr) and P
is a generalized normal logic program of signature (C, Pp)
such that PN Pp = (). A generalized normal logic program
is a set of dl-rules that can contain queries to 7 in their bod-
ies, in the form of dl-atoms.
A dl-atom is of the form

DL[SloplplwnaSmOpmpm; Q](t) (m 2 0) (6)

3The definition of projection IT given earlier is straightfor-
wardly extended to cover a rule like (5) that allows not in the head.

where each S; is a concept, a role or a special symbol 6 &
{=,#}, symbol p; is a unary predicate constant if .S; is a
concept and a binary predicate constant otherwise and op; €
{®,®,6}; Q(t) is a dl-query (Eiter et al. 2008).

A dl-rule is of the form

a<by,...,bg,notbgy1,...,notby, @)

where a is an atom and each b; is either an atom, equality, or
a dl-atom. We identify rule (7) with

a+ B,N ®)

where B is by, ...,by and N is not by 1, ...,not by,.

The semantics of dl-programs is defined by extending the
answer set semantics to generalized programs. In order to
do this, the definition of satisfaction is extended to ground
dl-atoms. An Herbrand interpretation I satisfies a ground
atom A relative to T if I satisfies A. An Herbrand inter-
pretation I satisfies a ground dl-atom (6) relative to T if
T UL, A;(I) entails Q(t), where A, () is
o {Si(e) | pi(e) € I'}tif op; is @,

. {_\Sl(e) | pi(e) S I} if op; is ©,

[ ] {—|Sl(e) | p7(e) g [} if op; is o,

and t is any list of ground terms. The satisfaction relation is
extended to allow connectives in the usual way.

Given a dl-program (7, P), the weak dI-transform of P
relative to 7 and an Herbrand interpretation I of (C, Pp),

denoted by w7771—, is the logic program obtained from
gr(P,C) by deleting

e cach rule (8) in gr(P, C) such that
— I }~7 b for some dl-atom b in B, or
— I 7 b for some literal not b in N;

e from each remaining dl-rule (8), all the dl-atoms in B and
all the literals in N.

I is a weak answer set of (7, P) if I is the minimal model
of w7771—.

By DL% we denote the set of dl-atoms in gr(P, C) that
are not known to be monotonic. The strong di-transform of
P relative to 7 and I, denoted by 57371—, is the logic program
obtained from gr (P, C') by deleting

e cach rule (8) in gr(P, C) such that
— I |7 b for some dl-atom bin BN DL, or
- I =7 b for some not b in N;

e from each remaining dl-rule (8), all the dl-atoms in B N
DL and all the literals in N.

I is a strong answer set of (T, P) if I is the minimal model
of sPL.

Relating to Nonmonotonic dl-Programs

In order to relate our approach to the semantics of dI-
programs, we extend the SM operator to formulas that allow
dl-atoms. The treatment is similar to the extension of SM
to formulas that allow aggregates, as given in (Lee & Meng
2009; Ferraris & Lifschitz 2010).



We define di-formulas of the signature (C, Pr U Pp) as
an extension of first-order formulas by treating dl-atoms as
a base case in addition to standard atomic formulas formed
from (C, Pp). Note that any generalized normal logic pro-
gram can be viewed as a dl-formula. We extend the no-
tion FO(P) to a generalized normal logic program P in a
straightforward way. Also the SM operator is extended to dI-
formulas by extending the recursive definition /'* by adding
the clause

DL[S10p1p1; - - - s Sm0pmPm; Ql(t)* (u) =
DL[S10p1pl, .-, SmopmPl,; Ql()A
DL[S10p1p1; - . s SmOPmpm; Ql(t)

where symbol p} is u; if p; is intensional and p; otherwise.
The following proposition shows how strong answer sets
can be characterized by this extension of SM.

Proposition 8 For any di-program (T, P) such that every
occurrence of © is in the scope of negation, the strong an-
swer sets of (T, P) are precisely the Herbrand interpreta-
tions of (C, Pp) that satisfy SM[FO(P); Pp| relative to T.

The proof uses the following lemma, which extends
Lemma 6 from (Ferraris, Lee, & Lifschitz 2011) to dI-
formulas. In the following, X and Y are Herbrand interpre-
tations of (C, Pp) such that Y is a subset of X (we identify
an Herbrand interpretation with the set of ground atoms that
are true in it), q is a list of new predicate constants of the
same length as Pp, and YqP 7 is obtained from Y by replac-
ing every predicate constant in Pp with the corresponding
predicate constant in q.

Lemma 2 For any dl-formula F, X U YqPP Er (=F)*(q)
iff X 1 —F.

Proof of Proposition 8 Without loss of generality, let us as-
sume that P is a variable-free program obtained by ground-
ing. It is clear that X =7 P iff X 7 sPL. If X (&7 P,
then X is not a strong answer set of (7, P), and X does not
satisfy SM[FO(P); Pp] relative to 7.

Assume X =7 P. It is sufficient to prove that, for any
rule (8) in P, and any Herbrand interpretation Y that is a
subset of X,

Y |7 s(a + B,N)¥
iff
XUYL? b7 (BAN)Y(q) = a*().

Case 1I: s(a + B,N)¥ is empty. Clearly,
Y 7 s(a + B,N)¥. Since no dl-atom in B mentions
©, B contains no dl-atoms from DL;;., and it follows that

X =7 b for some not b in N. Consequently, by Lemma 2,
it follows that X UY® [£7 (—b)*(q), so that XUY]” |=7

(BAN)*(q) = a*(q).

Case 2: s(a «+ B, N)¥ is not empty. Since no dl-atom
in B mentions ©, B contains no dl-atoms from DL;D, and it
follows that s(a < B, N)¥ is a < B. Also it follows that
X [T b for every not bin N, so that by Lemma 2, we get
X UY/]? 7 N*(q). Since a is an atom and B is a set of
atoms and monotonic dl-atoms, itis clearthatY =7 a + B
iff X U YqPP Er B*(q) » a*(q). 1

The syntactic condition about © in Proposition 8 ensures
that all dl-atoms in the positive bodies of the ground pro-
gram are monotonic. The proposition does not hold if the
condition is dropped. For example, consider the dl-program
(T, P) where the axioms in 7 (written as first-order formu-

las) are
Q(b),

Vz(=5(z) = Q(z))
and P is
p(z) < DL[S © p; Q](x).

With C = {a,b}, note that DL[S & p;Q](b) is mono-
tonic but DL[S © p; Q](a) is not; (7,P) has no strong
answer sets, but {p(a),p(b)} is an Herbrand model of
SM[FO(P); p).

In the case of weak answer set semantics, the condition
is not required, but instead we need to prepend —— to all
dl-atoms.

Proposition 9 For any dl-program (T, P), the weak answer
sets of (T, P) are precisely the Herbrand interpretations of
signature (C, Pp) that satisfy SM[FO(P)™; Pp] relative to
T, where FO(P)™ is obtained from FO(P) by prepending
== to all occurrences of dl-atoms.

Proof. Similar to the proof of Proposition 8, using the
fact that, by Lemma 2, for any dl-atom A, X U YqP P =T

(=—A)*(q) iff X 7 ——A. B

Note that our treatment of dl-programs uses the extension
of F'* to cover dl-atoms. It is an open question whether
dl-atoms can be “unfolded” into first-order formulas, which
would make this extension unnecessary. It is worthwhile to
note that an encoding of dl-atoms in terms of first-order for-
mulas similar to the one in MKNF (Motik & Rosati 2010,
Definition 7.5) does not apply here. For example, consider
K = (T, P) such that T is empty, and P is the following:

pla) < DLIQ @ p; R](a)
«— not p(a).

©))

Since DL[Q @ p; R|(a) cannot be satisfied by any set of
atoms formed using {a,p/1), P has neither strong nor weak
answer sets. On the other hand, without going into details,
if we represent DL[Q @ p; R](a) by Vz(p(z) — Q(x)) —
R(a)), the “FOL-representation” of (9) is

F = ((Vz(p(z) = Q(x)) = R(a)) = p(a)) A ==p(a)
and SM[F; p] is satisfiable.

Conclusion

In this paper, we investigate whether the stable model se-
mantics from (Ferraris, Lee, & Lifschitz 2011), which dis-
tinguishes between intensional and extensional predicates, is
a natural formalism to integrate rules and ontologies. Since
the first-order stable model semantics is a generalization of
the traditional stable model semantics (Gelfond & Lifschitz
1988) to first-order formulas, it enables a rather simple and
straightforward integration of ASP rules and ontologies. Re-
cent work on the first-order stable model semantics helps us



in studying the semantic properties and computational as-
pects of the hybrid knowledge bases. For example, the split-
ting theorem presented in (Ferraris ef al. 2009) is used in
proving Proposition 3 that shows the relationship between
DL + log and our approach. Also, as already discussed, the
concept of semi-safety studied under the first-order stable
model semantics coincides with the concept of weak safety
in DL + log and the results on semi-safety can be used to
show that weak safety is a sufficient condition for ensur-
ing the decidability of reasoning in DL + log. Further, as
discussed in (de Bruijn et al. 2007b), the notion of strong
equivalence can be applied to provide the notion of equiva-
lence between hybrid knowledge bases.

As part of the future work, we plan to investigate the rela-
tionship between hybrid MKNF knowledge bases (Motik &
Rosati 2010) and our approach.
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