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Preface

The Ninth International Symposium on Logical Formalizations of Commonsense Reason-
ing will be held at the Fields Institute for Research in Mathematical Sciences, at the Uni-
versity of Toronto, on June 1-3, 2009. Since its inception in 1991, the Commonsense Rea-
soning Symposium series has provided a forum for exploring one of the long-term goals of
Artificial Intelligence, endowing computers with common sense. Although we know how
to build programs that excel at certain bounded or mechanical tasks which humans find
difficult, such as playing chess, we still have very little idea how to program computers to
do well at commonsense tasks which are easy for humans. One approach to this problem is
to formalize commonsense reasoning using formal languages such as mathematical logic.
The focus of the symposium is on representation rather than on algorithms, and on formal
rather than informal methods.

Twenty-two technical papers, on a variety of topics in commonsense reasoning, includ-
ing physical reasoning, planning, theories of action, belief revision, and nonmonotonic
reasoning, are included in these proceedings and will be presented at the symposium. Each
paper was reviewed by at least two members of the program committee.

The program also features invited talks by three leading researchers:

* Anthony G. Cohn (University of Leeds, UK), “Acquiring Commonsense Knowl-
edge from Perceptual Observation”;

* Ernest Davis (New York University, USA), “Commonsense Reasoning about Chem-
istry Experiments: Ontology and Representation”; and

» Sheila Mcllraith (University of Toronto, Canada), “Diagnosis Revisited.”

We are pleased to recognize two student papers with the Commonsense-2009 Outstand-
ing Student Paper Award. Eligible papers had to be authored or co-authored by a student
at the time of submission, and could not be co-authored by any of the Symposium Chairs.
The two Outstanding Student Papers are:

» Shakhil Khan and Yves Lesperance: “A Logical Account of Prioritized Goals and
Their Dynamics”

* Hannes Strass and Michael Thielscher: “Defaults in Action: Nonmonotonic Reason-
ing about States in Action Calculi”

We are very pleased that the symposium will be held in Toronto this year, where Ray Re-
iter (1939-2002), a world leader in cognitive robotics and formal commonsense reasoning,
spent many years of his life and scientific career. It is with great gratitude for Ray’s lasting
contributions to our field that we dedicate this symposium to his memory.

Organizing such an event always rests on many shoulders. We are especially grateful to
Hojjat Ghaderi, our Local Arrangements Chair, as well as the other members of his team
from the University of Toronto: Luna Keshwah, Hector Levesque, and Sheila Mcllraith.
We are equally grateful to our Conference Webmaster, Benjamin Johnston, of the Univer-
sity of Technology, Sydney, for designing and building the symposium website, managing
the EasyChair conference system, and preparing these proceedings.

The Fields Institute for Research in Mathematical Sciences has been extraordinarily
generous, in providing us the space for the symposium; providing funds for student and
symposium chair travel; managing registration; and publicizing this event. We especially
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thank Alison Conway of the Fields Institute for her help in organizing all of these func-
tions.

We also thank the Centre for Quantum Computation and Intelligent Systems at the Uni-
versity of Technology, Sydney, for its generous support of student travel; and the IBM T.J.
Watson Research Center for partly subsidizing the travel of one of the winners of the Com-
monsense-2009 Outstanding Student Paper Award.

This symposium is held in cooperation with AAAI, the Association for the Advancement
of Artificial Intelligence. We thank them for their help in promoting this symposium.

Aachen, New York, and Sydney, May 2009
Gerhard Lakemeyer
Leora Morgenstern
Mary-Anne Williams
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Invited Talks

Acquiring Commonsense Knowledge from Perceptual Observations

Anthony G. Cohen, University of Leeds

Crucial to the ultimate attainment of the goal of building an autonomous cognitive agent
is endowing the agent with an ability to perceive, understand, formulate hypotheses and
act based on the agent’s perceptions. I will discuss work undertaken at Leeds in pursuit
of this goal. A key focus of our work is to integrate quantitative and qualitative modes of
representation and to learn as much as possible from observation of the world, and thus to
acquire high level symbolic models. As one example of our approach, I will show how by
characterizing video sequences using a qualitative spatio-temporal relational descriptions,
event classes can be mined, and in turn how a taxonomy of functional object categories can
be induced from these event descriptions.

Commonsense Reasoning about Chemistry Experiments:
Ontology and Representation

Ernest Davis, New York University

How should matter be conceptualized to best support commonsense reasoning about
simple physics and chemistry experiments? To address the question, we consider a sheaf
of eleven benchmark physical concepts, rules, and scenarios: Part/whole relations among
bodies of matter; additivity of mass; motion of a rigid solid object; continuous motion of
fluids; fixed mass proportions and spatial continuity at chemical reactions; conservation
of mass at chemical reactions; gasses in a container attaining equilibrium; the ideal gas
law and the law of partial pressures; liquid at rest in an open container; carrying liquid
in an open container; the constant availability of oxygen for reactions in an atmosphere;
and surface passivization of metals. We then present a number of different ontologies and
representational schemes: the model of atoms and molecules with statistical mechanics;
models of spatio-temporal fields, with either points, regions, or histories; models of con-
tinuous moving material in terms of chunks of matter, with or without point particles; and a
hybrid theory that combines atoms and molecules, chunks of matter, and continuous fields
using each where appropriate. We evaluate each of the representational schemes in terms
of the ease of representing the benchmark problems and other features. Overall, the field
model with histories and hybrid model seem to be best, though neither is unproblematic.
We conclude by discussing the major challenges for extending this work.

Diagnosis Revisited
Sheila Mcllraith, University of Toronto

In 1987, Ray Reiter proposed a logical characterization of diagnosis from first principles
that has had significant influence on the study of diagnostic problem solving. Together with
de Kleer and Mackworth he extended this characterization in 1992. Since that time there
have been several attempts to build on his fundamental work by creating a characteriza-
tion of diagnosis of dynamical systems. In this talk, we revisit Reiter’s original work on
diagnosis, as well as more recent work on diagnosis of dynamical systems. We discuss
potential shortcomings of this more recent work, and propose a more general formulation
of dynamical diagnosis together with some associated computational machinery.
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Solving the Wise Mountain Man Riddle with Answer Set Programming

Marcello Balduccini
Intelligent Systems, OCTO
Eastman Kodak Company
Rochester, NY 14650-2102 USA
marcello.balduccini@gmail.com

Abstract

This paper describes an exercise in the formalization of
common-sense with Answer Set Programming aimed
at solving an interesting riddle, whose solution is not
obvious to many people. Solving the riddle requires a
considerable amount of common-sense knowledge and
sophisticated knowledge representation and reasoning
techniques, including planning and adversarial reason-
ing. Most importantly, the riddle is difficult enough to
make it unclear, at a first analysis, whether and how An-
swer Set Programming or other formalisms can be used
to solve it.

Introduction

This paper describes an exercise in the formalization
of common-sense with Answer Set Programming (ASP),
aimed at solving the riddle:

“A long, long time ago, two cowboys where fighting to
marry the daughter of the OK Corral rancher. The rancher,
who liked neither of these two men to become his future son-
in-law, came up with a clever plan. A horse race would
determine who would be allowed his daughter’s hand. Both
cowboys had to travel from Kansas City to the OK Corral,
and the one whose horse arrived LAST would be proclaimed
the winner.

The two cowboys, realizing that this could become a very
lengthy expedition, finally decided to consult the Wise Moun-
tain Man. They explained to him the situation, upon which
the Wise Mountain Man raised his cane and spoke four wise
words. Relieved, the two cowboys left his cabin: They were
ready for the contest!

Which four wise words did the Wise Mountain Man
speak?”’

This riddle is interesting because it is easy to understand,
but not trivial, and the solution is not obvious to many peo-
ple. The story can be simplified in various ways without
losing the key points. The story is also entirely based on
common-sense knowledge. The amount of knowledge that
needs to be encoded is not large, which simplifies the encod-
ing; on the other hand, as we will see in the rest of the paper,
properly dealing with the riddle requires various sophisti-
cated capabilities, including modeling direct and indirect ef-
fects of actions, encoding triggers, planning, dealing with
defaults and their exceptions, and concepts from multi-agent

systems such as adversarial reasoning. The riddle is difficult
enough to make it unclear, at a first analysis, whether and
how ASP or other formalisms can be used to formalize the
story and underlying reasoning.

In the course of this paper we will discuss how the ef-
fects of the actions involved in the story can be formalized,
and how to address the main issues of determining that “this
could be a lengthy expedition” and of answering the final
question.

We begin with a brief introduction on ASP. Next, we show
how the knowledge about the riddle is encoded and how rea-
soning techniques can be used to solve the riddle. Finally,
we draw conclusions.

Background

ASP (Marek and Truszczynski 1999) is a programming
paradigm based on language A-Prolog (Gelfond and Lif-
schitz 1991) and its extensions (Balduccini and Gelfond
2003; Brewka, Niemela, and Syrjanen 2004; Mellarkod,
Gelfond, and Zhang 2008). In this paper we use the exten-
sion of A-Prolog called CR-Prolog (Balduccini and Gelfond
2003), which allows, among other things, simplified han-
dling of exceptions, rare events. To save space, we describe
only the fragment of CR-Prolog that will be used in this pa-
per.

Let X be a signature containing constant, function and
predicate symbols. Terms and atoms are formed as usual.
A literal is either an atom a or its strong (also called classi-
cal or epistemic) negation —a.

A regular rule (rule, for short) is a statement of the form:

h1 vV ... V hk<—ll,...

where h;’s and [;’s are literals and not is the so-called de-
fault negation." The intuitive meaning of a rule is that a
reasoner, who believes {l1,...,[,;,} and has no reason to
believe {l, 41, - -, ln}, has to believe one of h;’s.

A consistency restoring rule (cr-rule) is a statement of the
form:

hiy V ...V hkill,...

where h;’s and [;’s are as before. The informal meaning of
a cr-rule is that a reasoner, who believes {ly,...,l,,} and

slm,n0t lyi1,...,00t 1,

o m,n0t L1, ..., 0t [y

"We also allow the use of SMODELS style choice rules, but omit
their formal definition to save space.



has no reason to believe {l,,+1, - . ., 1, }, may believe one of
h;’s, but only if strictly necessary, that is only if no consis-
tent set of beliefs can be formed otherwise.

A program is a pair (3, II), where 3 is a signature and
IT is a set of rules and cr-rules over . Often we denote
programs by just the second element of the pair, and let the
signature be defined implicitly.

Given a CR-Prolog program II, we denote the set of its
regular rules by II" and the set of its cr-rules by II°". By
a(r) we denote the regular rule obtained from cr-rule r by

replacing the symbol < with <. Given a set of cr-rules R,
a(R) denotes the set obtained by applying « to each cr-rule
in R. The semantics of a CR-Prolog program is defined in
two steps.

Definition 1 Given a CR-Prolog program 11, a minimal
(with respect to set-theoretic inclusion) set R of cr-rules of
I1, such that TI" U a(R) is consistent is called an abductive
support of 1L

Definition 2 Given a CR-Prolog program 11, a set of literals
A is an answer set of I1 if it is an answer set of the program
II" U «(R) for some abductive support R of T1.

To represent knowledge and reason about dynamic do-
mains, we use ASP to encode dynamic laws, state con-
straints and executability conditions (Gelfond and Lifschitz
1998). The laws are written directly in ASP, rather than rep-
resented using an action language (Gelfond 2002), to save
space and have a more uniform representation.

The key elements of the representation are as follows; we
refer the readers to e.g. (Gelfond 2002) for more details.
The evolution of a dynamic domain is viewed as a transition
diagram, which is encoded in a compact way by means of
an action description consisting of dynamic laws (describ-
ing the direct effects of actions), state constraints (describ-
ing the indirect effects), and executability conditions (stat-
ing when the actions can be executed). Properties of inter-
est, whose truth value changes over time, are represented by
Sluents (e.g. on(blocky, blocks)). A state of the transition di-
agram is encoded as a consistent and complete set of fluent
literals (i.e. fluents and their negations). The truth value of a
fluent f is encoded by a statement of the form h( f, s), where
s is an integer denoting the step in the evolution of the do-
main, intuitively saying that f holds at step s. The fact that
f is false is denoted by —A(f, s). Occurrences of actions are
traditionally represented by expressions of the form o(a, s),
saying that a occurs at step s.

Formalizing the Riddle

The next step is to encode the knowledge about the domain
of the story. To focus on the main issues, we abstract from
several details and concentrate on the horse ride. The ob-
jects of interest are the two competitors (a, b), the two horses
(h(a), h(b)), and locations start, finish, and en_route.
Horse ownership is described by relation owns, defined by
the rule owns(C, h(C)) « competitor(C).

The fluents of interest and their informal meanings
are: at(X,L), “competitor or horse X is at location
L”; riding(C,H), “competitor C is riding horse H”;

crossed(X), “competitor or horse X has crossed the finish
line.”

The actions of interest are wait, move (the actor moves
to the next location along the race track), and cross (the
actor crosses the finish line). Because this domain involves
multiple actors, we represent the occurrence of actions by
a relation o(A, C, S), which intuitively says that action A
occurred, performed by competitor C, at step S.2

The formalization of action mowve deserves some discus-
sion. Typically, it is difficult to predict who will complete
a race first, as many variables influence the result of a race.
To keep our formalization simple, we have chosen a rather
coarse-grained model of the movements from one location
to the other. Because often one horse will be faster than
the other, we introduce a relation faster(H ), which infor-
mally says that H is the faster horse. This allows us to
deal with both simple and more complex situations: when
it is known which horse is faster, we encode the informa-
tion as a fact. When the information is not available, we
use the disjunction faster(h(a)) V faster(h(b)). Action
move is formalized so that, when executed, the slower horse
moves from location start to en_route and from en_route
to finish. The faster horse, instead, moves from start di-
rectly to finish.®> The direct effects of the actions can be
formalized in ASP as follows:*

e Action move:

% If competitor C' is at start and riding the faster horse,
% action move takes him to the finish line.
h(at(C, finish),S + 1) —

h(at(C, start), S),

h(riding(C, H), S),

faster(H),

o(move, C, S).

% If competitor C' is at start and riding the slower horse,
% action move takes him to location “en route.”
h(at(C,en_route), S + 1) «—

h(at(C, start), S),

h(riding(C, H), S),

not faster(H),

o(move, C, S).

This simple representation is justified because the domain does
not include exogenous actions. Otherwise, we would have to use a
more sophisticated representation, such as specifying the actor as
an argument of the terms representing the actions.

*More refined modeling is possible, but is out of the scope of
the present discussion. However, we would like to mention the
possibility of using the recent advances in integrating ASP and
constraint satisfaction (Mellarkod, Gelfond, and Zhang 2008) to
introduce numerical distances, speed, and to take into account pa-
rameters such as stamina in their computation.

“Depending on the context, executability conditions might be
needed stating that each competitor must be riding in order to per-
form the move or cross actions. Because the story assumes that
the competitors are riding at all times, we omit such executability
conditions to save space.



% Performing move while “en route” takes the actor
% to the finish line.
h(at(C, finish),S + 1) —

h(at(C, enroute), S),

o(move, C, 5).

% move cannot be executed while at the finish line.

— o(move, C, S), h(at(C, finish), S).

e Action cross:

% Action cross, at the finish line, causes the actor to
% cross the finish line.
h(crossed(C), S + 1) «—

o(cross, C, S),

h(at(C, finish), S).

% cross can only be executed at the finish line.

— o(cross,C, S),h(at(C, L), S), L # finish.

% cross can be executed only once by each competitor.
— o(cross, C, S), h(crossed(C), S).

No rules are needed for action wait, as it has no direct ef-
fects. The state constraints are:

e “Each competitor or horse can only be at one location at
atime.”
—h(at(X, Ls),S) «—
h(at(X, Ly),S),
Ly # Lo.

e “The competitor and the horse he is riding on are always
at the same location.”

h(at(H,L),S) «
h(at(C, L), S),
h(riding(C, H), S).

h(at(C,L),S) «
h(at(H, L), S),
h(riding(C, H), S).

It is worth noting that, in this formalization, horses do not
perform actions on their own (that is, they are viewed as
“vehicles”). Because of that, only the first of the two rules
above is really needed. However, the second rule makes
the formalization more general, as it allows one to apply
it to cases when the horses can autonomously decide to
perform actions (e.g. the horse suddenly moves to the next
location and the rider is carried there as a side-effect).

e “Each competitor can only ride one horse at a time; each
horse can only have one rider at a time.”

—h(riding(X, H2),S) <«
h(riding(X, H1), S),

H1 4 H2.

—h(riding(C2,H), S) «—
h(riding(C1, H), S),
C1+# C2.

e “The competitor and the horse he is riding on always cross
the finish line together.”

h(crossed(H),S) «—
h(crossed(C), S),
h(riding(C, H), S).

h(crossed(C), S) «—
h(crossed(H), S),
h(riding(C, H), S).
As noted for the previous group of state constraints, only
the first of these two rules is strictly necessary, although
the seconds increases the generality of the formalization.

The action description is completed by the law of inertia
(Hayes and McCarthy 1969), in its usual ASP representa-
tion (e.g. (Gelfond 2002)):

h(F,S + 1) — h(F,S),not ~h(F,S +1).
—h(F,S + 1) «— —=h(F,S),not h(F,S+1).
Reasoning About the Riddle

Let us now see how action description AD, consisting of
all of the rules from the previous section, is used to reason
about the riddle.

The first task that we want to be able to perform is deter-
mining the winner of the race, based on the statement from
the riddle “the one whose horse arrived LAST would be pro-
claimed the winner.” In terms of the formalization devel-
oped so far, arriving last means being the last to cross the
finish line. Encoding the basic idea behind this notion is not
difficult, but attention must be paid to the special case of
the two horses crossing the finish line together. Common-
sense seems to entail that, if the two horses cross the line
together, then they are both first. (One way to convince one-
self about this is to observe that the other option is to say
that both horses arrived last. But talking about “last” ap-
pears to imply that they have been preceded by some horse
that arrived “first.”) The corresponding definition of rela-
tions first_to_cross and last_to_cross is:’

% firstto-cross(H): horse H crossed the line first.
first_to_cross(Hy) «—
h(crossed(Hy), S2),
—h(crossed(Hs), S1),
Sy =51 +1,
horse(Hs), Hy # Ho.
% last_to_cross(H ): horse H crossed the line last.
last_to_cross(Hy) <«
h(crossed(Hy), S2),
—h(crossed(Hy), S1),
Sy =51 +1,
h(crossed(Has), S1), horse(Hs), Hy # Hs.
Winners and losers can be determined from the previous re-
lations, and from horse ownership:

% C wins if his horse crosses the finish line last.
wins(C) «— owns(C, H),last_to_cross(H).

5To save space, the definitions of these relations are given for
the special case of a 2-competitor race. Extending the definitions
to the general case is not difficult, but requires some extra rules.



% C loses if his horse crosses the finish line first.
loses(C) «— owns(C, H), first_to_cross(H).

Let W be the set consisting of the definitions of
last_to_cross, first_to_cross, wins, and loses. It is not
difficult to check that, given suitable input about the initial
state, AD U W entails intuitively correct conclusions. For
example, let oy denote the intended initial state of the rid-
dle, where each competitor is at the start location, riding his
horse:

h(at(a, start),0). h(at(b, start),0).

h(riding(C, H),0) «—
owns(C, H),
not —h(riding(C, H),O0).

—h(F,0) < not h(F,0).

The rule about fluent riding captures the intuition that nor-
mally one competitor rides his own horse, but there may
be exceptions. Also notice that the last rule in o encodes
the Closed World Assumption, and provides a compact way
to specify the fluents that are false in o. Also, notice that
it is not necessary to specify explicitly the location of the
horses, as that will be derived from the locations of their rid-
ers by state constraints of AD. Assuming that a’s horse is
the faster, let F* = { faster(h(a))}. Let also O° denote the
set {o(a, move, 0), o(b, move,0)}. It is not difficult to see
that o0 U F* U O° U AD U W entails:

{h(at(a, finish),1), h(at(b, en_route), 1)},

meaning that a is expected to arrive at the finish, and b at
location “en route.” Similarly, given

o(a, move,0). o(b, move,0).

ol — o(a,wait,1). o(b,move, 1).

) o(a,wait,2). o(b,cross,2).
o(a, cross, 3).

the theory o U F'* U O' U AD U W entails:

{h(at(a, finish), 1), h(at(b, finish),?2),
h(crossed(a),'él), h(crossed(b), 3),
last(h(a), first(h(?),
wins(a), loses(b)},

meaning that both competitors crossed the finish line, but b’s
horse crossed it first, and therefore b lost the race.

The next task of interest is to use the theory developed so
far to determine that the race “could become a very lengthy
expedition.” Attention must be paid to the interpretation
of this sentence. Intuitively, the sentence refers to the fact
that none of the competitors might be able to end the race.
However, this makes sense only if interpreted with common-
sense. Of course sequences of actions exist that cause the
race to terminate. For example, one competitor could ride
his horse as fast as he can to the finish line and then cross,
but that is likely to cause him to lose the race.

We believe the correct interpretation of the sentence is that
we need to check if the two competitors acting rationally
(i.e. selecting actions in order to achieve their own goal) will

ever complete the race. In the remainder of the discussion,
we call this the completion problem. Notice that, under the
assumption of rational acting, no competitor will just run as
fast as he can to the finish line and cross it, without paying
attention to where the other competitor is.

In this paper, we will focus on addressing the completion
problem from the point of view of one of the competitors.
That is, we are interested in the reasoning that one competi-
tor needs to perform to solve the problem. So, we will define
a relation me, e.g. me(a). In the rest of the discussion, we
refer to the competitor whose reasoning we are examining
as “our competitor,” while the other competitor is referred
to as the “adversary.”

The action selection performed by our competitor can
be formalized using the well-known ASP planning tech-
nique (e.g. (Gelfond 2002)) based on a generate-and-test
approach, encoded by the set P,,,. of rules:

me(a).

1{ o(A,C,S) : relevant(A) }1 — me(C).

— not wins(C), me(C), selected_goal(win).

relevant(wait). relevant(move). relevant(cross).

where the first rule informally states that the agent should
consider performing any action relevant to the task (and
exactly one at a time), while the second rule says that se-
quences of actions that do not lead our competitor to a win
should be discarded (if our competitor’s goal is indeed to
win). Relation relevant allows one to specify which actions
are relevant to the task at hand, thus reducing the number of
combinations that the reasoner considers.

Our competitor also needs to reason about his adversary’s
actions. For that purpose, our competitor possesses a model
of the adversary’s behavior.® The model is based on the fol-
lowing heuristics:

e Reach the finish line;

e At the finish line, if the opponent has already crossed,
cross (as the race is over anyway);

e At the finish line, if riding the opponent’s horse, cross
right away;

e Otherwise, wait.

This model of the adversary’s behavior could be more so-
phisticated — for example, it could include some level of
non-determinism — but the simple model shown above is suf-
ficient to solve the completion problem for this simple rid-
dle. The heuristics are encoded by the set P, g, of triggers:’

my_adversary(Cy) < me(C1),Cy # Cs.

o(move,C, S) «—
my_adversary(C),
—h(at(C, finish_line), S).

®The model here is hard-coded, but could be learned, e.g.
(Sakama 2005; Balduccini 2007).

A discussion on the use of triggers can be found in the Con-
clusions section.



o(cross,C1,S) «—
my_adversary(Ch),
h(at(Ch, finish),S),
—h(crossed(Cy), S),
h(rldlng(cla H)v S)v
owns(Csz, H),C1 # Cs.

o(cross, C1, S) «—
my_adversary(Ch),
h(at(Ch, finish),S),
—h(crossed(Cy), S),
h(crossed(Cs), S),
competitor(Cy), Cy # Co.

_‘O(AQa Ca S) —
my_adversary(C),
O(Al ) Cu S)v
Ag # Ay

o(wait, C, S) «—
my_adversary(C),
not —o(wait, C, S).
Now let us see how the theory developed so far can be used
to reason about the completion problem. Let P denote the
set Poe U Pady. It is not difficult to see that the theory

cUF*UADUWUTP

is inconsistent. That is, a has no way of winning if his horse
is faster. Let us now show that the result does not depend
upon the horse’s speed. Let 'V denote the rule

faster(h(a)) V faster(h(b)).
which informally says that it is not known which horse is
faster. The theory

cUFYUADUWUP

is still inconsistent. That is, ¢ cannot win no matter whose
horse is faster. Therefore, because our competitor is acting
rationally, he is not going to take part in the race. Because
the domain of the race is fully symmetrical, it is not difficult
to see that b cannot win either, and therefore we will refuse
to take part in the race as well.

However, that is not exactly what statement of the com-
pletion problem talks about. The statement in fact seems to
suggest that, were the competitors to take part in the race
(for example, because they hope for a mistake by the op-
ponent), they would not be able to complete the race. To
model that, we allow our competitor to have two goals with
a preference relation among them: the goal to win, and the
goal to at least not lose, where the former is preferred to the
second. The second goal formalizes the strategy of waiting
for a mistake by the adversary. To introduce the second goal
and the preference, we obtain P’ from P by adding to it the
rules:

selected_goal(win) «—
not —selected_goal(win).

—selected_goal (win) —
selected_goal(not_lose).

— lose(C), me(C), selected_goal(not_lose).

selected_goal(not_lose) <= .

The first rule says that our competitor’s goal is to win, unless
otherwise stated. The second rule says that one exception
to this is if the selected goal is to not lose. The constraint
says that, if the competitor’s goal is to not lose, all action
selections causing a loss must be discarded. The last rule
says that our competitor may possibly decide to select the
goal to just not lose, but only if strictly necessary (that is, if
the goal of winning cannot be currently achieved).
Now, it can be shown that the theory

cUFYUADUWUP

is consistent. One of its answer sets includes for example
the atoms:

{faster(h(a),
o(wait,a,0), o(move,b,0),
o(wait,a,1), o(move,b, 1),
o(move, a,?2), o(wait,b,?2),
o(wait,a,3), o(wait,b,3),
o(wait,a,4), o(wait,b,4) }

which represent the possibility that, if a’s horse is faster, a
and b will reach the finish line, and then wait there indefi-
nitely. To confirm that the race will not be completed, let us
introduce a set of rules C containing the definition of com-
pletion, together with a constraint that requires the race to
be completed in any model of the underlying theory:

completed — h(crossed(X), S).
< not completed.

The first rule states that the race has been completed when
one competitor has crossed the finish line (the result of the
race at that point is fully determined). Because the theory

cUFYUADUWUP UC

is inconsistent, we can conclude formally that, if the com-
petitors act rationally, they will not complete the race.

The last problem left to solve is answering the ques-
tion “Which four wise words did the Wise Mountain Man
speak?”’ In terms of our formalization, we need to find ad-
ditional information, to be included in the theory developed
so far, that allows to entail the completion of the race. No-
tice that, often, to solve a riddle one needs to revisit assump-
tions that were initially taken for granted. From a knowledge
representation perspective, that means revisiting the defaults
used in the encoding of the theory, and allowing the reasoner
to select appropriate exceptions to the defaults.

The simple formalization given so far contains only one
default, the rule for fluent riding in o:

h(riding(C, H),0) <
owns(C, H),
not —h(riding(C, H),0).

To allow the reasoner to consider exceptions to this default,
we add a cr-rule stating that a competitor may possibly ride
the opponent’s horse, although that should happen only if
strictly necessary.

h(riding(C, H2),0) <

owns(C, H1), horse(H2), H1 # H2.



We use a cr-rule, instead of a regular rule, to capture the in-
tuition that the competitors will not normally switch horses.
Although for simplicity here we focus on a specific default, it
is important to stress that this technique can be extended to
the general case by writing the knowledge base so that each
default is accompanied by a cr-rule allowing the reasoner
to consider unexpected exceptions (but only if strictly nec-
essary). Let o/ be obtained from o by adding to it the new
cr-rule. It can be shown that the theory®

dUFYUADUWUP

is consistent and its unique answer set contains:

{Faster(h(b), N
h(riding(a, h(b)),0), h(riding(b,h(a)),0),

o(move, a,0), o(move,b,0),

ogcross a,1), o(move,b,1),
(

o(wait, a, 2), o(cross, b, 2),
o(wait,a,3), o(wait,b,3),
o(wait,a,4), o(wait,b,4) }

which encodes the answer that, if the competitors switch
horses and the horse owned by b is faster, then a can win
by immediately reaching the finish line and crossing it. In
agreement with common-sense, a does not expect to win if
the horse b owns is slower. On the other hand, it is not diffi-
cult to see that b will win in that case. That is, the race will
be completed no matter what.

The conclusion obtained formally here agrees with the ac-
cepted solution of the riddle: “Take each other’s horse.”

Conclusions

In this paper we have described an exercise in the use of
ASP for common-sense knowledge representation and rea-
soning, aimed at formalizing and reasoning about an easy-
to-understand, but non-trivial riddle. One reason why we
have selected this particular riddle, besides its high content
of common-sense knowledge, is the fact that upon an ini-
tial analysis, it was unclear whether and how ASP or other
formalisms could be used to solve it. Solving the riddle has
required the combined use of some of the latest ASP tech-
niques, including using consistency restoring rules to allow
the reasoner to select alternative goals and to consider excep-
tions to the defaults in the knowledge base as a last resort,
and has shown how ASP can be used for adversarial reason-
ing by employing it to encode a model of the adversary’s
behavior.

Another possible way of solving the riddle, not
shown here for lack of space, consists in introducing a
switch_horses action, made not relevant by default, but
with the possibility to use it if no solution can be found oth-
erwise. Such action would be cooperative, in the sense that
both competitors would have to perform it together. How-
ever, as with many actions of this type in a competitive en-
vironment, rationally acting competitors are not always ex-

8The same answer is obtained by replacing P by P’. However,
doing that would require specifying preferences between the cr-
rule just added and the cr-rule in P’. To save space, we use P to
answer the final question of the riddle.

pected to agree to perform the action. An interesting contin-
uation of our exercise will consist of an accurate formaliza-
tion of this solution of the riddle, which we think may yield
useful results in the formalization of sophisticated adversar-
ial reasoning.

One last note should be made regarding the use of triggers
to model the adversary’s behavior. We hope the present pa-
per has shown the usefulness of this technique and the sub-
stantial simplicity of implementation using ASP. This tech-
nique has limits, however, due to the fact that an a-priori
model is not always available. Intuitively, it is possible to
use ASP to allow a competitor to “simulate” the opponent’s
line of reasoning (e.g. by using choice rules). However, an
accurate execution of this idea involves solving a number of
non-trivial technical issues. We plan to expand on this topic
in a future paper.
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Abstract

Intelligent agents require methods to revise their epis-
temic state as they acquire new information. Jeffrey’s
rule, which extends conditioning to uncertain inputs,
is used to revise probabilistic epistemic states when
new information is uncertain. This paper analyses the
expressive power of two possibilistic counterparts of
Jeffrey’s rule for modeling belief revision in intelligent
agents. We show that this rule can be used to recover
most of the existing approaches proposed in knowledge
base revision, such as adjustment, natural belief revi-
sion, drastic belief revision, revision of an epistemic by
another epistemic state. In addition, we also show that
that some recent forms of revision, namely reinforce-
ment operators, can also be recovered in our frame-
work.

Introduction

An intelligent agent’s information is often uncertain,
inconsistent and incomplete. It is then crucially impor-
tant to define mechanisms to manage it in response to
focusing on a specific problem or in response to the ac-
quisition of new, possibly conflicting, information. The
term information covers a broad range of entities such
as knowledge, perceptions, beliefs, expectations, prefer-
ences, or causal relations. It can describe agents’ view
of the world, itself, its actions and its understanding of
changes.

During the past twenty years, many approaches have
been proposed to address the problem of belief change
from the axiomatic point of view (e.g., (Gérdenfors
1988), (Darwiche & Pearl 1997)), from the semantics
point of view (e.g., (Williams 1994), (Boutilier 1993),
(Thielscher 2005)) and from the the computational
point of view ((Nebel 1994), (Benferhat et al. 2002)).

Due to lack of space, this paper only focuses on the
semantics of belief revision in the framework of pos-
sibility theory. The basic object in possibility theory
is a possibility distribution, which is a mapping from
the set of classical interpretations to an ordered struc-
ture, usually the interval [0,1]. A possibility distribu-
tion rank-orders the potential states of the real world
according to their level of plausibility, and represents
the information available to an agent.

The revision of a possibility distribution can be
viewed as a so-called “transmutation” (Makinson 1994)
that modifies the ranking of interpretations so as to give
priority to the input information. In particular, two
forms of possibilistic revision, called possibilistic revi-
sion with partial epistemic states, are investigated as
the counterparts of Jeffrey’s rule of revision in probabil-
ity theory. These two forms of possibilistic revision con-
sist in modifying a possibility distribution 7 with a set
of weighted, mutually exclusive formulas p = {¢;, a;},
called partial epistemic states, which express that the
possibility of ¢ is equal to a;. These two forms of re-
vision come down to modifying the possibility 7 such
that each formula ¢; is accepted with the prescribed de-
gree a;. The new degrees a;’s may be either a constant
determined for example by an expert, or a function de-
fined for instance with respect to the original possibility
degree associated with ¢;.

This paper first extends the natural properties de-
scribed in (Benferhat et al. 2002) in order to take into
account the new form of the input, namely a partial
epistemic state. Then we present two definitions of pos-
sibilistic revision operators that naturally extend the
two forms of conditioning that have been defined in the
possibility theory framework. We also compare possi-
bilistic revision with the counterpart of Jeffrey’s rule of
conditioning. In its second half, the paper shows that
most of existing belief revision operators can be recov-
ered by one of the two forms of possibilistic revision
with respect to partial epistemic states.

But first in order to establish the new results, we
need to restate the necessary background on possibility
theory.

Possibilistic representations of epistemic
states

Let L be a finite propositional language with formulas ¢
or 1. E denotes the (semantical) classical consequence
relation. €2 is the set of classical interpretations, and
[¢] is the set of classical models of ¢.

An epistemic agent is a special kind of intelligent
agent, one that at any given moment in time is in a
specific epistemic state, e.g. it will have a set of current



beliefs which are crafted from its background knowl-
edge, conceptual understanding and its (internal and
external) perceptions.

We take the traditional interpretation of beliefs and
epistemic states and view an epistemic state as a set of
beliefs where a belief is a relation between an epistemic
agent and an object of belief represented as a logical
sentence or a proposition.

There are several common representations of epis-
temic states such as : well ordered partitions of €2, prob-
abilistic epistemic states, Grove’s systems of spheres,
Spohn’s Ordinal Conditional Functions (OCF), etc.
Throughout this paper we use a general representation
of a total preorder, namely a possibility distribution 7,
which is a mapping from 2 to the interval [0,1].

Indeed a possibility distribution can be used for rep-
resenting any total preorder, and any operator on a to-
tal preorder on €2 can be translated into an operator on
a possibility distribution to obtain the same outcome.
We will identify operators that require the full power of
the [0, 1] scale.

Given an interpretation w € , 7(w) represents the
degree of compatibility of w with the available informa-
tion (or beliefs) about the real world. 7(w) = 0 means
that the interpretation w is impossible, and 7(w) = 1
means that nothing prevents w from being the real
world. Interpretations w where m(w) = 1 are consid-
ered to be expected (they are not at all surprising).
When 7(w) > m(w’), w is a preferred candidate to w’
for being the real state of the world. The less 7(w) the
less plausible w or the more different it is to the current
world. A possibility distribution 7 is said to be nor-
mal if Jw € €, such that m(w) = 1, in other words if
at least one interpretation is a fully plausible candidate
for being the actual world.

Given a possibility distribution =, the possibility de-
gree of formula ¢ is defined as:

I, (¢) = max{7(w) : w € [}]}.

It evaluates the extent to which ¢ is consistent with
the available information expressed by m. When there
is no ambiguity, we simply write I1(¢) instead of II;(¢).
Note that II(¢) is evaluated under the assumption that
the situation where ¢ is true is as normal as can be
(since II(¢) reflects the maximal plausibility of a model
of ¢).

Given a possibility distribution 7, the semantic de-
termination of the content of an epistemic state denoted
by content(r), is obtained by considering all sentences
which are more plausible than their negation, namely:

content(m) = {¢ : II(¢) > II(—¢)}.

Namely, content () is a classical theory whose models
are the interpretations having the highest degrees in
m. When 7 is normalized, models of content(rm) are
interpretations which are completely possible, namely
[content(m)] = {w : m(w) = 1}. The sentence ¢ belongs
to content(m) when ¢ holds in all the most normal or
plausible situations (hence ¢ is expected, or accepted
as being true).

Lastly, given a formula ¢, two different types of con-
ditioning (Dubois & Prade 1998) have been defined in
possibility theory (when II(¢) > 0):

e In an ordinal setting, we have:

(W |m ¢) = lif m(w)=1(¢) and wEp
= 7w(w)if r(w) <II(¢) and wkp (1)
= 0ifwé¢[p.

This is the definition of minimum-based conditioning.

e In a numerical setting, we get:

m(w]. ¢) = fig fwkp )
= 0 otherwise

This is the definition of product-based conditioning.

These two definitions of conditioning satisfy an equa-
tion of the form

Vw, m(w) = 7(w | ¢) ()

which is similar to Bayesian conditioning, where @ is
min and the product respectively. The rule based on
the product is much closer to genuine Bayesian condi-
tioning than the qualitative conditioning defined from
the minimum which is purely based on the compari-
son of levels; product-based conditioning requires more
of the structure of the unit interval. Besides, when
(¢) = 0,7(w | ¢) = 7(w |. ¢) = 1, Vo, by conven-
tion.

Iterated semantic revision in
possibilistic logic

Belief revision results from the effect of accepting a new
piece of information called the input information. In
this paper, it is assumed that the current epistemic
state (represented by a possibility distribution), and the
input information, do not play the same role. The input
must be incorporated in the epistemic state. In other
words, it takes priority over information in the epis-
temic state. This asymmetry is expressed by the way
the belief change problem is stated, namely the new in-
formation alters the epistemic state and not conversely.
This asymmetry will appear clearly at the level of belief
change operations. This situation is different from the
one of information fusion from several sources, where
no epistemic state dominates a priori. In this context,
the use of symmetrical rules is natural especially when
the sources are equally reliable.

Jeffrey’s rule for revising probability
distributions

Reasoning in the presence of new observations is a
fundamental issue in reasoning with uncertainty and
imprecision. In probability theory, there is a natural
method for achieving this task using Jeffrey’s rule
(Jeffrey 1965). This rule is proposed for revising
probability distributions based on the probability



kinematics principle whose objective is minimizing
change. In this method, beliefs are represented as a
probability distribution.

Jeffrey’s rule (Jeffrey 1965) provides an effective
means to revise a probability distribution p to p’ given
uncertainty bearing on a set of mutually exclusive and
ezhaustive events ¢;. Note that when speaking of
events, ¢ is short for [¢]. The uncertainty is given in
the form of pairs (¢;, a;) with:

PI(¢i) = ;. (3)

Jeffrey’s method relies on the fact that although there
is uncertainty about events ¢;, conditional probability
of any event ¥ C () given any uncertain event ¢; re-
mains the same in the original and the revised distri-
butions. Namely,

Vi, Vi, P(Y]¢:) = P'(¥]¢3). (4)

The underlying interpretation of revision implied by
the constraint of Equation 4 is that the revised proba-
bility distribution p’ must not change conditional prob-
ability degrees of any event ¢ given uncertain events
¢;. In the probabilistic framework, applying Bayes rule
then marginalization allows revision of the possibility
degree of any event ¢ in the following way:

P, ¢;)

Po) ©)

P'(p) =) P'(¢:) *
bi

The revised probability distribution p’ (known as Jef-
frey’s rule of conditioning) is the unique distribution
that satisfies (3) and (4) (see(Chan & Darwiche 2005)).

Two forms of possibilistic revision based on
Jeffrey’s rule

The possibilistic counterpart of Jeffrey’s rule was in-
troduced in (Dubois & Prade 1991) (see also (Dubois
& Prade 1997)), without emphasizing the probability
kinematics condition (4) however. There are two natu-
ral ways to define a possibilistic revision based on Jef-
frey’s rule, which naturally extend the two forms of con-
ditioning that exist in possibility theory.

Note that most existing works on belief revision (both
from semantics and axiomatics perspectives) assume
that the input information is either a propositional for-
mula, or an epistemic state (namely a possibility distri-
bution).

Defining a possibilistic revision based on Jeffrey’s rule
allows us to define a general framework where the in-
put is a compact partition of the set of interpretations.
Namely, the input is of the form p = {(¢;,a;) i = 1,m}
where the ¢;’s are pairwise mutually exclusive formulas.
The only requirement is that there exists at least one
a; such that a; = 1. In the following, p will be called
a partial epistemic state. It is partial in the sense that

letting H’(W,)(@) = a; does not amount to the full spec-

ification of 7’ over the models of ¢;.

Let us first discuss some natural properties of the
revision of a possibility distribution 7 and a new input
information pu = {(¢;,a;) i = 1,m} to a new possibility
distribution denoted by 7’ = 7(.|p). Natural properties
for " are:

A : 7’ should be normalized,

Az V(9isa;) € p, 1 (i) = a;.

As : Yw,w' € [¢;] then: m(w) > 7(w') then n'(w) >
7' (W),

Ay ¢ If for all ¢;,I1(¢;) = a; then Vw € [¢;] : m(w) =
™' (w),

Aj : If m(w) = 0 then 7' (w) = 0.

A means that the new epistemic state is consistent.
A, confirms that the input (¢,a) is interpreted as a
constraint which forces 7’ to satisfy:

H/(¢i) = Q5.

A 3 means that the new possibility distribution should
preserve the previous relative order (in the wide sense)
between models of each ¢;. A stronger version of Aj
can be defined:

AL Vw,w' € [¢] then: m(w) > w(W') iff 7' (w) >

7' (W),

% clearly extends CR;, CRy proposed in (Darwiche
& Pearl 1997). A4 means that when all new beliefs ¢;
are accepted at their prescribed levels a; then revision
does not affect m. Aj stipulates that impossible worlds
remain impossible after revision. Note that there are
no further constraints which relate models of different
¢; in the new epistemic state.

The previous properties A;—Ajs do not guarantee a
unique definition of conditioning.

A 3 suggests that the possibilistic revision process can
be achieved using several parallel changes with a sure
input: First, apply a conditioning (using equations 1
and 2) on each ¢; and in order to satisfy A,, the dis-
tribution 7(- | —¢) is denormalized so as to satisfy
IT'(¢;) = a;. Therefore, revising with x can be achieved
using the following definition:

Voi € p,Vw = gy m(w [ p) = @i O 7(w o i) (6)

where @ is either min or the product, depending on
whether conditioning is based on the product or the
minimum operator. When @& = product (resp. min)
the possibilistic revision will be simply called product-
based (resp. minimum-based) conditioning with partial
epistemic states.

The new degree of models of ¢; depends on the rela-
tive position of the a priori possibility degree of ¢;, and
the prescribed posterior possibility degree of ¢;:

e If TI(¢;) > a; and when & =min, all interpretations
that were originally more plausible than a;, are forced



to level a;, which means that some strict ordering be-
tween models of ¢; may be lost. Hence Aj is clearly
not satisfied. When & =product, all plausibility lev-
els are proportionally shifted down (to the level a;).

o If II(¢;) < a; the best models of ¢; are raised to level
a;. Moreover, when @ =product, the plausibility lev-
els of other models are proportionally shifted up (to
level a;).

Relationships with Jeffrey’s kinematics
properties

Another way to define possibilistic revision is to sim-
ply apply the counterpart of Jeffrey’s rule of condi-
tioning (Jeffrey 1965). Namely, given an initial pos-
sibility distribution m and a partial epistemic state
w={(¢i,a;) i =1,m} we need to find possibility dis-
tributions 7’ that satisfy:

' (¢) = a;. (7)

and:

Vi, YU, T | ¢i) = TT' (Y] ¢4), (8)

where & is either a minimum or a product. When &
is the product then we can show that the possibilistic
revision given by (6) is the unique possibility distribu-
tion that satisfies (7) and (8). However, it is not the
case when @ is the minimum.

Recovering existing belief revision
frameworks

Standard possibilistic conditioning and
adjustment

Clearly, possibilistic revision with partial epistemic
states generalizes possibilistic conditioning with a
propositional formula ¢. Indeed, applying possibilis-
tic revision given by (6) with a partial epistemic states
uw = {(s,1),(—¢,0)} gives exactly the same results if
one applies equation (1) on ¢ when & = min (resp. (2)
for ® = product).

Similarly, possibilistic revision with uncertain input,
which corresponds to adjustment (see (Benferhat et al.
2002)), is a particular case of possibilistic revision with
a partial epistemic state, where the input is of the form

n= {(gba 1)7 (ﬁ¢7a)}'

Natural belief revision

Let <;nitiar be a total pre-order on the set of epistemic
states. Let ¢ be a new piece of information. We de-
note by <y the result of applying natural belief revi-
sion of <;nitia; by ¢. Natural belief revision of <;,itial
by ¢ proposed in (Boutilier 1993), also hinted by Spohn
(Spohn 1988), proceeds to minimal change of <;.;ta1 by
considering the most plausible models of ¢ in <;nitial
to be the most plausible interpretation in <. More
precisely, < is defined as follows:
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e Vw € min(Q, <initiar), Yo' € min(Q, <initial),w =N
/
w

. V‘«;} € min(Y, <initial), Vo' & min(, <initial),w <N
w

o Yw & min(Q, <initia), Vw' & min(, <initial),w <N

Wi w <pnitiar W'

To recover natural belief revision, first associate with
<initial & compatible positive possibility distribution !
Tinitial, defined by : ]

Vw,w" € Q, Minitial (W) > Tinitiar (W) iff W <initiar @'
Such T;nitia; always exists. Then let a be such that
1> a > max{n(w) : m(w) # 1}. Then define 7« (.) =
Tinput (-|mp) where = {(#,1), (=9, a)}, Tinput (-|mp) is
the result applying possibilistic revision given by equa-
tion (6) with @ =min. Then we can show that 7
indeed encodes natural belief revision, namely:

Vw,w' € Qe (w) > ey (W) iff w <y W

Drastic belief revision

Papini (Papini 2000), has considered a stronger con-
straint (also hinted by Spohn (Spohn 1988)) by impos-
ing that each model of ¢ should be strictly preferred
to each countermodel of —¢, and moreover the rela-
tive ordering between models (resp. countermodels) of
p should be preserved. More formally, let us denote
by <p be result of applying drastic belief revision of
<initial DY @. <p is defined as follows:

o VYw,w' € [¢],w <p v iff w <initiar W'
o Yw,w' & [¢],w <p " iff w <initiar W'
o Yw € [¢], V' & [¢],w <p w'.

To recover drastic belief revision, first associate with
<initial & compatible positive possibility distribution
Tinput, as defined above. Let A(¢) = min{r(w) : w |=
p}, and a such that a < A(9).

Then define 7o, (.) = Tinpus(.|. ) where p =
{(¢1 ]-)7 (_'¢va)}7 7Tir7,pui§('|7n:u’) is the result apply—
ing possibilistic revision given by equation (6) with
@ =product. Then we can show that 7., indeed en-
codes drastic belief revision, namely:

Vw,w' € Qe (w) > 1<, (W) iff w<p W'

A revision of epistemic state by epistemic
state

In (Benferhat et al. 2000) (see also (Nayak 1994)) a
revision of an epistemic state, denoted here by <;nitial,
by an input in the form of an epistemic state, denoted
here by <;nput, is defined. The obtained result is a
new epistemic state, denoted by <, (L for lexicographic
ordering), and defined as follows:

o Vw,w' €, if w <ippy w' then w <p '

la possibility distribution 7 is said to be positive if
Yw, m(w) > 0.



o Vw,w' € O, if w=pu ' then w <p o iff W <ipitial
/
w'.

Namely, <y, is obtained by refining <;nput by <initiai-
For our purpose, we denote {Fy, ..., F,,} the partition
of 2 induced by <;npus. Namely:

o Vi,j € {0,..,n},EsNE; =0, and U;_, , Ei = Q
(namely, F;’s represent a partition of (2)

o Viec{0,..,n},Yw,w' € E;, w =jnput ',

o Vw,w € Qw <jppy ' iff we Ej,w' € Ej and i < j.

Let Tinitiar and mippye be two positive possibility
distributions associated respectively with <;,tiq; and
<input'

To recover this revision of an epistemic state by an
epistemic state, first define <, (.) = Tinput(.]. 1) where
w={(¢g,,€) :i=0,..,n} is the result applying possi-
bilistic revision given by equation (6) with & =product.
¢g, is a propositional formulas that exactly admits E;
as the set of its models. ¢;’s are infinitesimal (and by
convention €’ = 1).

Then we can show that m., indeed encodes <y,
namely:

Vw,w' € Qme, (W) > 7, (W) iff w<p o

Reinforcement operator

The last approach that we propose to recover is
called a reinforcement operator, recently proposed in
(Konieczny & Perez 2008). The idea is that a revi-
sion of <;nstiq1 Dy a propositional formula ¢ only allows
the improvement in plausibility of ¢, namely the result
makes ¢ “one unit” more plausible.

Let new epistemic state , denoted by <pg, obtained
after reinforcing ¢ is defined as follows:

e The relative orderings between models
counter-models) of ¢ is preserved.

(resp.

e Let w be a model of ¢ and w’ be a counter-model of
o. :
— if w' = w then w <p W’
— if W' <nitiar w then if Yw” € [¢] where w' <initial
w” we have w < w” then w =g W’ otherwise w’ <y
w

— if w <;nitial w’ then w <R W'

To recover the reinforcement operator, we first define
Tinput 10 be a positive possibility distribution associ-
ated with <;nitial, as defined above. Let S = {ag =
1,a1,...,a,} be a finite scale 1 > a; > ... > a, >0 (n is
at least equal to twice the number of different degrees
in mippue. Define pred(a;) = a;—1 with by convention
pred(ag) = 1, and succ(a;) = a;41 with by convention
Succ(an) = an.

Let a; € S be such that a; = Tinpui(@).

Define m<,(.) = Tinitiar(-].1t)(.) where
= {(¢, min(1, pred(Il(¢))), (=¢, succ(Il(~¢)) S11(4) }

is the result of applying possibilistic revision given
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by equation (6) with @& =product, and where
“succ(II(—¢))OII(¢)” is defined as equal to 1 if II(—¢) >
I1(¢) and equal to succ(II(—¢)) otherwise.

Then we can show that 7., indeed encodes <g,
namely:

Vo, € Qme(w) >me, (W) iff w<pg W

Conclusion

The information held by an intelligent agent is typically
uncertain, inconsistent and incomplete, consequently
agents need sophisticated mechanisms to revise their
epistemic states as they acquire new information over
time because this new information may be in conflict
with information in it epistemic state.

Due to the fundamental nature of the need to main-
tain an epistemic state that faithfully reflects an agents
understanding there as been considerable scientific ef-
fort invested in developing effective belief revision mech-
anisms and strategies such as (Gérdenfors 1988), (Dar-
wiche & Pearl 1997), (Williams 1994), (Nebel 1994),
and (Benferhat et al. 2002).

In this paper we show how Jeffrey’s rule can be used
to justify several key existing approaches to belief re-
vision, then having established this sound relationship
we show that reinforcement operators can be specified
using our framework. Lastly, we propose a new form
of belief revision where the input is only a partial rep-
resentation of epistemic states using Jeffrey’s rule. All
these methods can be used to enhance the belief man-
agement capabilities of intelligent agents.
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Abstract

Standard belief contraction assumes an underlying logic
containing full classical propositional logic, but there
are good reasons for considering contraction in less
expressive logics. In this paper we focus on Horn
logic. In addition to being of interest in its own right,
our choice is motivated by the use of Horn logic in
several areas, including ontology reasoning in descrip-
tion logics. We consider three versions of contraction:
entailment-based and inconsistency-based contraction
(e-contraction and é-contraction, resp.), introduced by
Delgrande for Horn logic, and package contraction (p-
contraction), studied by Fuhrmann and Hansson for the
classical case. We show that the standard basic form
of contraction, partial meet, is too strong in the Horn
case. We define more appropriate notions of basic con-
traction for all three types above, and provide associated
representation results in terms of postulates. Our results
stand in contrast to Delgrande’s conjectures that orderly
maxichoice is the appropriate contraction for both e-
and ¢-contraction. Our interest in p-contraction stems
from its relationship with an important reasoning task
in ontological reasoning: repairing the subsumption hi-
erarchy in £L. This is closely related to p-contraction
with sets of basic Horn clauses (Horn clauses of the
form p — ¢q). We show that this restricted version of
p-contraction can also be represented as ¢-contraction.

Introduction

Belief change is a subarea of knowledge representation con-
cerned with describing how an intelligent agent ought to
change its beliefs about the world in the face of new and
possibly conflicting information. Arguably the most influ-
ential work in this area is the so-called AGM approach (Al-
chourrén, Girdenfors, and Makinson 1985; Géirdenfors
1988) which focuses on two types of belief change: belief
revision, in which an agent has to keep its set of beliefs con-
sistent while incorporating new information into it, and be-
lief contraction, in which an agent has to give up some of its
beliefs in order to avoid drawing unwanted conclusions.
Although belief change is relevant to a wide variety of
application areas, most approaches, including AGM, as-

*This work has been accepted for presentation at IJCAI-09.
The paper is based upon work supported by the National Research
Foundation under Grant number 65152.
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sume an underlying logic which includes full propositional
logic. In this paper we deviate from this trend and inves-
tigate belief contraction for propositional Horn logic. As
pointed out by Delgrande (2008) who has also studied con-
traction for Horn logic recently, and to whom we shall fre-
quently refer in this paper, this is an important topic for
a number of reasons: (¢) it sheds light on the theoreti-
cal underpinnings of belief change, and (i) Horn logic
has found extensive use in Al and database theory. How-
ever, our primary reason for focusing on this topic is be-
cause of its application to ontologies in description log-
ics (DLs) (Baader et al. 2003). Horn clauses correspond
closely to subsumption statements in DLs (roughly speak-
ing, statements of the form A; M...M A,, C B where the
A;’s and B are concepts), especially in the ££ family of
DLs (Baader 2003), since both Horn logic and the ££ fam-
ily lack full negation and disjunction. A typical scenario
involves an ontology engineer teaming up with an expert to
construct an ontology related to the domain of expertise of
the latter with the aid of an ontology engineering tool such
as SWOOP [http://code.google.com/p/swoop]
or Protégé [http://protege.stanford.edu]. One
of the principal methods for testing the quality of a con-
structed ontology is for the domain expert to inspect and
verify the computed subsumption hierarchy. Correcting
such errors involves the expert pointing out that certain
subsumptions are missing from the subsumption hierar-
chy, while others currently occurring in the subsumption
hierarchy ought not to be there. A concrete example
of this involves the medical ontology SNOMED (Spack-
man, Campbell, and Cote 1997) which classifies the con-
cept Amputation-of-Finger as being subsumed by
the concept Amputation-of—Arm. Finding a solution to
problems such as these is known as repair in the DL com-
munity (Schlobach and Cornet 2003), but it can also be seen
as the problem of contracting by the subsumption statement
Amputation-of-Finger C Amputation-of-Arm.

The scenario also illustrates why we are concerned with
belief contraction of belief sets (logically closed theories)
and not belief base contraction (Hansson 1999). Ontologies
are not constructed by writing DL axioms, but rather using
ontology editing tools, from which the axioms are generated
automatically. Because of this, it is the belief set and not the
axioms from which the theory is generated that is important.



Logical Background and Belief Contraction

We work in a finitely generated propositional language Lp
over a set of propositional atoms ‘I3, which includes the dis-
tinguished atoms T and _L, and with the standard model-
theoretic semantics. Atoms will be denoted by p, q, . . ., pos-
sibly with subscripts. We use ¢, ), ... to denote classical
formulas. They are recursively defined in the usual way.

We denote by V the set of all valuations or interpretations
v P — {0, 1}, with 0 denoting falsity and 1 truth. Sat-
isfaction of ¢ by v is denoted by v IF . The set of models
of a set of formulas X is [X]. We sometimes represent the
valuations of the logic under consideration as sequences of
0Os and 1s, and with the obvious implicit ordering of atoms.
Thus, for the logic generated from p and ¢, the valuation in
which p is true and q is false will be represented as 10.

Classical logical consequence and logical equivalence are
denoted by |= and = respectively. For sets of sentences X
and @, we understand X = & to mean that X entails every
element of ®. For X C Lp, the set of sentences logically
entailed by X is denoted by Cn(X). A belief set is a logi-
cally closed set, i.e., for a belief set X, X = Cn(X). Z(X)
denotes the power set (set of all subsets) of X.

A Horn clause is a sentence of the form p; Apa A ... A
pn — qwheren > 0. If n = 0 we write ¢ instead of — ¢. A
Horn theory is a set of Horn clauses. Given a propositional
language Lp, the Horn language £y generated from Lp is
simply the Horn clauses occurring in Lp. The Horn logic ob-
tained from Ly has the same semantics as the propositional
logic obtained from Lp, but just restricted to Horn clauses.
Thus a Horn belief set is a Horn theory closed under logical
entailment, but containing only Horn clauses. Hence, |=, =,
the Cn(.) operator, and all other related notions are defined
relative to the logic we are working in (e.g. ):PLfor proposi-
tional logic and ):HLfor Horn logic). Since the context always
makes it clear which logic we are dealing with, we shall dis-
pense with such subscripts for the sake of readability.

AGM (Alchourrén, Girdenfors, and Makinson 1985) is
the best-known approach to contraction. It gives a set of pos-
tulates characterising all rational contraction functions. The
aim is to describe belief contraction on the knowledge level
independent of how beliefs are represented. Belief states
are modelled by belief sets in a logic with a Tarskian conse-
quence relation including classical propositional logic. The
expansion of K by ¢, K + ¢, is defined as Cn(K U {¢}).
Contraction is intended to represent situations in which
an agent has to give up information from its current be-
liefs. Formally, belief contraction is a (partial) function from
P(Lp) x Lp to P (Lp): the contraction of a belief set by a
sentence yields a new set.

The AGM approach to contraction requires that the fol-
lowing set of postulates characterise basic contraction.

K-1) K —¢=Cn(K — )
K-pCK
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(K—6) If p € K, then (K — )+ 9o =K

The intuitions behind these postulates have been debated in
numerous works (Gérdenfors 1988; Hansson 1999). We will
not do so here, and just note that (K—6), a.k.a. Recovery, is
the most controversial. There is also a refined version of
AGM contraction involving two extended postulates, but a
discussion on that is beyond the scope of this paper.

Various methods exist for constructing basic AGM con-
traction. In this paper we focus on the use of remainder sets.

Definition 1 For a belief set K, X € K | ¢ iff (i) X C K,
(ii) X W o, and (iii) for every X' s.t. X € X' C K,
X' E . We call the elements of K | ¢ remainder sets of K
W.r.t. Q.

It is easy to verify that remainder sets are belief sets, and
that remainder sets can be generated semantically by adding
precisely one countermodel of ¢ to the models of K (when
such countermodels exist). Also, K | ¢ = 0 iff = .

Since there is no unique method for choosing between
possibly different remainder sets, AGM contraction presup-
poses the existence of a suitable selection function for do-
ing so.

Definition 2 A selection function o is a function from
P(P(Le) to P(P(Le)) st o(K | ) = (K} if
Klo=0,and ) # o(K | p) C K | otherwise.

Selection functions provide a mechanism for identifying the
remainder sets judged to be most appropriate, and the result-
ing contraction is then obtained by taking the intersection of
the chosen remainder sets.

Definition 3 For o a selection function, — is a partial meet
contraction iff K —, ¢ = (o (K | ¢).

One of the fundamental results of AGM contraction is a rep-
resentation theorem which shows that partial meet contrac-
tion corresponds exactly with the six basic AGM postulates.

Theorem 1 ((Girdenfors 1988)) Every partial meet con-
traction satisfies (K —1)-(K—6). Conversely, every con-
traction function satisfying (K—1)—(K—6) is a partial meet
contraction.

Two subclasses of partial meet deserve special mention.

Definition 4 Given a selection function o, —, is a maxi-
choice contraction iff o (K | @) is a singleton set. It is a full
meet contraction iff o (K | p) = K | p whenever K | ¢ # .

Clearly full meet contraction is unique, while maxichoice
contraction usually is not. Observe also that partial meet
contraction satisfies the following convexity principle.

Proposition 1 Let K be a belief set, let —,,. be a maxi-
choice contraction, and let — ¢y, be full meet contraction.
For every belief set X s.t. (K —ppm, ) € X C K —pic i,
there is a partial meet contraction —p, such that K —p,,
p=X.

That is, every belief set between the results from full meet
contraction and some maxichoice contraction is obtained
from some partial meet contraction. This result plays an im-
portant part in our definition of Horn contraction.



Horn Contraction Horn contraction differs from classi-
cal AGM contraction in a number of ways. The most basic
differences are the use of Horn logic as the underlying logic
and allowing for the contraction of finite sets of sentences .
As recognised by Delgrande (2008), the move to Horn
logic admits the possibility of more than one type of con-
traction. He considers two types: entailment-based contrac-
tion (or e-contraction) and inconsistency-based contraction
(or i-contraction). In what follows, we recall Delgrande’s
approach and develop our theory of Horn contraction.

Entailment-based contraction

For e-contraction, the goal of contracting with a set of sen-
tences ® is the removal of at least one of the sentences in
®. For full propositional logic, contraction with a set of sen-
tences is not particularly interesting since contracting by &
will be equivalent to contracting by the single sentence A ®.
For Horn logic it is interesting though, since the conjunction
of the sentences in ® is not always expressible as a single
sentence. (An alternative, and equivalent approach, would
have been to allow for the conjunction of Horn clauses as
Delgrande (2008) does, but for reasons that will become
clear later, we have not opted for this choice.) Our start-
ing point for defining Horn e-contraction is in terms of Del-
grande’s definition of e-remainder sets.

Definition 5 (Horn e-Remainder Sets) For a belief set H,
X eH|.Pif(i)) X CH,(ii) X £ O, and (iii) for every
X'st. X C X' CH, X' | ©. We refer to the elements of
H |, ® as the Horn e-remainder sets of H w.r.t. .

It is easy to verify that all Horn e-remainder sets are belief
sets. Also, H |, ® = 0 iff = ®.

We now proceed to define selection functions to be used
for Horn partial meet e-contraction.

Definition 6 (Horn e-Selection Functions) A partial meet
Horn e-selection function o is a function from (2 (Ly))
to P(P(Ln))st.o(H|.P)={H}ifH|.P =10 and
0#o(H|.P) C H|.D otherwise.

Using these selection functions, we define partial meet Horn
e-contraction.

Definition 7 (Partial Meet Horn e-Contraction) Given a
partial meet Horn e-selection function o, —, is a partial
meet Horn e-contraction iff H —, ® = (o (H |. ®).

We also consider two special cases.

Definition 8 (Maxichoice and Full Meet) Given a partial
meet Horn e-selection function o, —, is a maxichoice Horn
e-contraction iff o(H |, ®) is a singleton set. It is a full
meet Horn e-contraction iff o(H |, ®) = H |. ® when
H| D #0.

Example1 Let H = Cn({p — ¢,q —r}). Then H |,
{p — r} = {H',H"}, where H = Cn({p — q}), and
H" = Cn({q — r,p A1 — q}). So contracting with {p —
r} yields either H', H”, or H N H" = Cn({p Ar — ¢}).
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Beyond Partial Meet Contraction

While all partial meet e-contractions (and therefore also
maxichoice and full meet e-contractions) are appropriate
choices for e-contraction, they do not make up the set of
all appropriate Horn e-contractions. This has a number of
implications, one of them being that it conflicts with Del-
grande’s conjecture that orderly maxichoice e-contraction is
the appropriate form of e-contraction.

The argument that maxichoice e-contraction is not suffi-
cient is a relatively straightforward one. In full propositional
logic the argument against maxichoice contraction relates to
the link between AGM revision and contraction via the Levi
Identity (Levi 1977): K x ¢ = (K — =) + . For maxi-
choice contraction this has the unfortunate consequence that
a revision operator obtained via the Levi Identity will sat-
isfy the following “fullness result”, i.e., K x ¢ is a complete
theory: If m¢p € K then for all ¢p € Lp, ) € K x ¢ or
—p € K * . Semantically, this occurs because the models
of any remainder set for ¢ are obtained by adding a single
countermodel of - to the models of K. And while it is
true that e-remainder sets for Horn logic do not always have
this property, the fact is that they still frequently do, which
means that maxichoice e-contraction will frequently cause
the same problems as in propositional logic. For example,
consider the Horn belief set H = Cn({p,q}). It is easy
to verify that [H] = {11}, that the e-remainder sets of {p}
w.rt. Hare H = Cn({p — ¢,q — p}) and H" = Cn({q}),
and that [H’] = {11,00} and [H"] = {11,01}: i.e., the
models of H' and H" are obtained by adding to the mod-
els of H a single countermodel of p. This is not to say that
maxichoice e-contraction is never appropriate. Similar to
the case for full propositional logic, we argue that all maxi-
choice Horn e-contractions ought to be seen as rational ways
of contracting. It is just that other possibilities may be more
applicable in certain situations. And, just as in the case for
full propositional logic, this leads to the conclusion that all
partial meet e-contractions ought to be seen as appropriate.

Once partial meet e-contraction has been accepted as nec-
essary for Horn e-contraction, the obvious next question is
whether partial meet Horn e-contraction is sufficient, i.e.,
whether there are any rational e-contractions that are not par-
tial meet Horn e-contractions. For full propositional logic
the sufficiency of partial meet contraction can be justified by
Proposition 1 which, as we have seen, states that every be-
lief set between full meet contraction and some maxichoice
contraction is obtained from some partial meet contraction.
It turns out that the same result does not hold for Horn logic.

Example 2 As we have seen in Example 1, for the
e-contraction of {p r} from the Horn belief
set Cn({p — q,q —r}), full meet yields Hyy =
Cn({p Ar — q}) while maxichoice yields either H},. =
Callp — a}) or B2, = Cn({q—r,pAr — q}). Now
consider the belief set H' = Cn({p Nq — r,p A1 — q}).
It is clear that Hyp, C H' C H,2nc, but there is no partial
meet e-contraction yielding H'.

—

Our contention is that Horn e-contraction should be ex-
tended to include cases such as H' above. Since full meet
Horn e-contraction is deemed to be appropriate, it stands



to reason that any belief set H' bigger than it should also
be seen as appropriate, provided that H' does not con-
tain any irrelevant additions. But since H’ is contained
in some maxichoice Horn e-contraction, H’ cannot contain
any irrelevant additions. After all, the maxichoice Horn e-
contraction contains only relevant additions, since it is an
appropriate form of contraction. Hence H' is also an appro-
priate result of e-contraction.

Definition 9 (Infra e-Remainder Sets) For belief sets H
and X, X € H |}, ® iff there is some X' € H |, P s.t.
(NHle®) C X C X'. We refer to the elements of H |}, @
as the infra e-remainder sets of H w.r.t. .

Note that all e-remainder sets are also infra e-remainder sets,
and so is the intersection of any set of e-remainder sets. In-
deed, the intersection of any set of infra e-remainder sets is
also an infra e-remainder set. So the set of infra e-remainder
sets contains all belief sets between some Horn e-remainder
set and the intersection of all Horn e-remainder sets. This
explains why Horn e-contraction is not defined as the inter-
section of infra e-remainder sets (cf. Definition 7).

Definition 10 (Horn e-Contraction) An infra e-selection
function T is a function from P(P(Ly)) to P(Ly) s.t.
T(H |y ®) = H whenever = @, and 7(H |, @) €
H . ® otherwise. A contraction function —, is a Horn
e-contraction iff H —; ® = 7(H |}, ).

A Representation Result

Our representation result makes use of all of the basic AGM
postulates, except for the Recovery Postulate (K — 6). It
is easy to see that Horn e-contraction does not satisfy Re-
covery. As an example, take H = Cn({p — r}) and let
® = {pANqg — r}. Then H — & = Cn(()) and so
(H—.®)+® = Cn({pAq—r}) # H. In place of
Recovery we have a postulate that closely resembles Hans-
son’s (1999) Relevance Postulate, and a postulate handling
the case when trying to contract with a tautology.

el) H—e®=Cn(H —-. 9)
—e 2) - ®CH
—3) f®Z Hthen H —. ®=H
—ed) IfPthen®  H—. @

—¢b) IfCn(®) =Cn(¥)then H -, P =H -, ¥
—6) If p € H\ (H —. ®) then there is a H' such that
N((H|.®)CH CH,H £, and H + {9} P

(H-.7) f=®then H -, ®=H

Postulates (H —, 1)—(H —. 5) are analogues of (K—1)-
(K—5), while (H —. 6) states that all sentences removed
from H during a ®-contraction must have been removed for
areason: adding them again brings back ®. (H —.7) simply
states that contracting with a (possibly empty) set of tautolo-
gies leaves the initial belief set unchanged. We remark that

(H —. 3) is actually redundant in the list, since it can be
shown to follow mainly from (H —. 6).

EEENE

(H
(
(
(
(
(

Theorem 2 Every Horn e-contraction satisfies (H —. 1)-
(H —¢ 7). Conversely, every contraction function satisfying
(H —c1)-(H —.7) is a Horn e-contraction.
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Inconsistency-based Contraction

We now turn our attention to Delgrande’s second type of
contraction for Horn logic: inconsistency-based contraction,
or i-contraction. The purpose of this type of contraction by a
set @ is to modify the belief set H in such a way that adding
® to H does not result in an inconsistent belief set: (H —;
®)+ & [~ L. Our starting point for defining -contraction is
in terms of Delgrande’s definition of ¢-remainder sets with
respect to Horn logic.

Definition 11 (Horn i-Remainder Sets) For a belief set
H X e H|;Qiff(i) X CH (i) X+ [~ L, and
(iii) for every X' s.t. X C X' C H, X' + ® = L. We refer
to the elements of H | ; © as the Horn i-remainder sets of H
w.r.t. .

It is again easy to verify that Horn ¢-remainder sets are
belief sets and that H |; ® = 0 iff @ = L.

The definition of i-remainder sets is similar enough to
that of e-remainder sets (Definition 5) that we can define
partial meet Horn i-selection functions, partial meet Horn
3-contraction, maxichoice Horn i-contraction, and full meet
Horn i-contraction by repeating Definitions 6, 7, and 8, but
referring to H |; ® rather than H |, ®

Beyond Partial Meet

As in the case for e-contraction we argue that while par-
tial meet Horn i-contractions are all appropriate forms of
i-contraction, they do not represent all rational forms of
t-contraction. The argument against maxichoice Horn i-
contraction is essentially the same one put forward against
maxichoice Horn e-contraction. That is, the result H —; ®
of maxichoice Horn ¢-contraction frequently results in a be-
lief set which differs semantically from H by adding a sin-
gle valuation to the models of H in order to avoid incon-
sistency. We can, in fact, use a variant of the same exam-
ple used against maxichoice Horn e-contraction. Let H =
Cn({p,q}) and ® = {p — L}. Then [H] = {11}, the i-
remainder sets of ® w.r.t. H are H' = Cn({p — ¢,q — p})
and H” = Cn({q}), and [H'] = {11,00} and [H"] =
{11,01}: i.e., the models of H' and H" are obtained by
adding to the models of H a single valuation in order to
avoid inconsistency. The case against partial meet Horn
i-contraction is again based on the fact that it does not al-
ways include all belief sets between some maxichoice Horn
i-contraction and full meet Horn ¢-contraction, leading us to
infra ¢-remainder sets.

Definition 12 (Infra :-Remainder Sets) For belief sets H
and X, X € H |; ® iff there is some X' € H |; @ s.t.
(NHL|:®) CX C X' We refer to the elements of H |}; ®
as the infra i-remainder sets of H w.r.t. ®.

Horn i-contraction is defined i.t.o. infra i-remainder sets:

Definition 13 (Horn :-Contraction) An infra i-selection
function T is a function from P(P(Ly)) to P(Ly) s.t.
7(H |; ®) = H whenever ® = L, and 7(H |; ®) €
H |J; ® otherwise. A contraction function —, is a Horn i-

contraction iff H —; ® = 7(H |}, ®).



A Representation Result

Our representation result for ¢-contraction is very similar to
that for e-contraction and Postulates (H—;1)—(H—;7) below
are clearly close analogues of (H —, 1)—(H —. 7).

(H—;1) H—® = Cn(H —; )

(H—;2) H—; ®CH

(H—;3) IfH+<I>[#LthenH—<I> H

(H—;4) If® p= L then (H —; @)+ ® & L

(H—;5) IfCn(®) =Cn(V)then H —; & =H —; ¥

(H—;6) If p € H\ (H —; ®), there is a H' s.t. (\(H |;
O)CH CH H +P ¥ Land H + (2U{p}) E L

(H—;7) fE=®then H—; ®=H

Analogously with e-contraction, rule (H —;3) can be shown

to follow mainly from (H —; 6). We show that Horn -
contraction is characterised precisely by these postulates.

Theorem 3 Every Horn i-contraction satisfies (H —; 1)—
(H —; 7). Conversely, every contraction function satisfying
(H —;1)-(H —;7) is a Horn i-contraction.

Package Horn Contraction

The third and last type of contraction we consider is referred
to as package contraction, a type of contraction studied by
Fuhrmann and Hansson (1994) for the classical case (i.e.,
for logics containing full propositional logic). The goal is to
remove all sentences of a set ® from a belief set H. For full
propositional logic this is similar to contracting with the dis-
junction of the sentences in . For Horn logic, which does
not have full disjunction, package contraction is more inter-
esting. Our primary interest in package contraction relates to
an important version of contraction occurring in ontological
reasoning, as we shall see below.
Our starting point is again in terms of remainder sets.

Definition 14 (Horn p-Remainder Sets) For a belief set
H X € H|,®if(i) X CH, (i) Cn(X)NP = 0,
and (iii) for every X' s.t. X C X' C H, Can(X')N® # 0.
We refer to the elements of H |, ® as the Horn p-remainder
sets of H w.r.t. ®.

It is easily verified that Horn p-remainder sets are belief sets.
In addition, the following definition will be useful.

Definition 15 A ser ® is tautologous iff for every valuation
v, there is a ¢ € © such that v I+ .

It can be verified that H |, ® = () iff ® is tautologous. (Note
that tautologous is not the same as tautological.)

The definition of p-remainder sets is similar enough to
that of e-remainder sets (Definition 5) that we can define
partial meet Horn p-selection functions, partial meet Horn
p-contraction, maxichoice Horn p-contraction, and full meet
Horn p-contraction by repeating Definitions 6, 7, and 8, but
referring to H |, ® rather than i |, ®

Since e- and p-contraction coincide for contraction by
singleton sets, our argument also holds for p-contraction.
Also, Example 2 is also applicable to p-contraction, from
which it follows that partial meet p-contraction is not suffi-
cient either. Consequently, as we did for e-contraction and
¢-contraction, we move to infra p-remainder sets.
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Definition 16 (Infra p-Remainder Sets) For belief sets H
and X, X € H |, ® iff there is some X' € H |, ® s.t.
(NH|,®) C X C X'. We refer to the elements of H ||, ®
as the infra p-remainder sets of H w.r.t. ®.

Horn p-contraction is then defined in terms of infra p-
remainder sets in the obvious way.

Definition 17 (Horn p-contraction) An infra p-selection
Sfunction T is a function from P (P (Ly)) to P(Ln) s.t.
T(H |, ®) = H whenever ® is tautologous, and 7(H |,
®) € H |, © otherwise. A contraction function —. is a
Horn p-contraction iff H — ® = 7(H |, ).

A Representation Result

The representation result for p-contraction is very similar to
that for e-contraction, with Postulates (H —, 1)—(H —, 7)
being close analogues of (H —. 1)-(H —. 7).

Observe that the following definition is used in (H —, 5).
Definition 18 For sets of sentences ® and VU, P=V iff either
both are tautologous, or Yv € V, Jp € @ s.t. v I ¢ iff
e Us.tovl- .

This definition describes a notion of set equivalence which
is appropriate to ensure syntax independence.

(H—=p1) H—p®=Cn(H -, ®)

(H p2) L, ®CH

(H-p3) IfHﬂ(I) (OthenH —), ® = H

(H —p4) If @ is not tautologous then (H —, )N & = ()
(H—p5) f®=W then H —, & = H —, U

(H—,6) Ifoe H\ (H —, ®), thereisa H' s.t. ((H |

p
) C H' CH,Cn(H')N® =0, and (H' + ) N D # ()
(H—,7) If @ is tautologous then H —, ® = H

Once more (H—,3) is actually redundant here. We show that
these postulates characterise Horn p-contraction exactly.

Theorem 4 Every Horn p-contraction satisfies (H —p, 1)-
(H —, 7). Conversely, every contraction function satisfying
(H—p1)—~(H —, 7) is a Horn p-contraction.

p-Contraction as :-Contraction

In addition to p-contraction being of interest in its own right,
we have a specific interest in the case where ® contains only
basic Horn clauses: those with exactly one atom in the head
and in the body. Our interest in it is because of its rela-
tion to an important version of contraction for ontological
reasoning in the £L£ family of DLs. Briefly, basic Horn
clauses correspond closely to basic subsumption statements
in the £L family: statements of the form A C B where A
and B are concept names. Its importance stems from the
fact that basic subsumption statements are used to repair
the subsumption hierarchy. A detailed investigation of this
form of contraction for the ££ family is beyond the scope of
this paper. Here we just show that Horn p-contraction with
basic Horn clauses can be represented as a special case of
Horn ¢-contraction. Define ¢ as a function from sets of basic
Horn clauses to sets of Horn clauses, such that for any set
® = {p1 — q1,...,pn — @qn} of basic Horn clauses, we
have i(®) = {p1,.- -, Pn, 1 — L,...,qn — L}.



Proposition 2 Let H be a Horn belief set and let ® be a set
of basic Horn clauses. Then K —, ® = K —; i(®).

It is worth noting that this result does not hold for the case
where ® includes general Horn clauses.

Related Work

In recent years there has been considerable interest in deal-
ing with inconsistent ontologies represented in description
logics (Baader et al. 2003) but for the most part, this has not
been presented explicitly as a contraction problem. While
there has been some work on revision for Horn logics (Eiter
and Gottlob 1992; Liberatore 2000; Langlois et al. 2008),
the only work of importance on Horn contraction, to our
knowledge, is that of Delgrande (2008), and this section is
mainly devoted to a discussion of his work.

Delgrande defines and characterises a version of e-
contraction which introduces additional structure in the
choice of e-remainder sets by placing a linear order on all
e-remainder sets involving a belief set H (i.e., for all pos-
sible ®s). When performing contraction by a set ®, one is
obliged to choose the remainder set of H w.r.t. ® that is min-
imal w.r.t. the linear order. The additional structure imposed
by the use of these linear orders ensures that this kind of
e-contraction is actually more restrictive than maxichoice e-
contraction, although Delgrande refers to it as maxichoice
e-contraction. We shall refer to it as orderly maxichoice e-
contraction. Delgrande conjectures that orderly maxichoice
e-contraction is the appropriate form of e-contraction for
Horn logic. Our work is not directly comparable to that of
Delgrande since he works on the level of full AGM contrac-
tion, obtained by also considering the extended postulates,
whereas we are concerned only with basic contraction, and
leave the extension to full contraction for future work. Nev-
ertheless, it is clear that an extension to full contraction will
involve more than just orderly maxichoice e-contraction.

Delgrande also defines a version of orderly maxichoice
i-contraction, but his representation result is in terms of
maxichoice i-contraction: he refers to it as singleton i-
contraction. He takes a fairly dim view of ¢-contraction,
primarily because of the following result: If p — 1 € H
then either ¢ € H —; {p} or¢ — L € H —, {p} for every
atom ¢. His main concern with this is related to the fact that
revision defined in terms of the Levi Identity (i-contraction
followed by expansion) will yield a result in which all struc-
ture of H, given in terms of Horn clauses, is lost. This means
that for him a move to partial meet ¢-contraction is not the
solution either, since any prior structure contained in H will
still be lost. We view this objection as somewhat surprising
in this context, since Horn contraction is intended to operate
on the knowledge level in which the structure of the theory
from which the belief set is generated is irrelevant. So, while
we agree that the formal result on which he bases his objec-
tions is a good argument against maxichoice i-contraction
(it is closely related to our argument against maxichoice e-
contraction above, it does not provide a persuasive argu-
ment against partial meet i-contraction. It is worth noting
that he does not consider i-contraction in terms of infra i-
remainder sets at all. Finally, Delgrande expresses doubts
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about i-contraction, but our result for p-contraction shows
that this is too pessimistic.

Conclusion and Future Work

In this paper we have laid the groundwork for contraction in
Horn logic by providing formal accounts of basic versions of
three types of contraction: e-contraction, ¢-contraction, and
p-contraction. Both e-contraction and i-contraction have
previously been studied by Delgrande (2008). We have
shown that Delgrande’s conjectures about orderly maxi-
choice contraction being the appropriate version for these
two forms of contraction were perhaps a bit premature.

Here we focus only on basic Horn contraction. For future
work we plan to investigate Horn contraction for full AGM
contraction, obtained by adding the extended postulates.

And finally, arguably the most interesting of the three ver-
sions of contraction we considered is p-contraction, because
of its close links with contraction in DLs, specifically the
EL family of DLs. Consequently, for future work we plan
to extend our results for Horn contraction to DLs.
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Abstract

Robotic manipulation is important for real, physical world
applications. General Purpose manipulation with a robot (eg.
delivering dishes, opening doors with a key, etc.) is demand-
ing. It is hard because (1) objects are constrained in posi-
tion and orientation, (2) many non-spatial constraints interact
(or interfere) with each other, and (3) robots may have multi-
degree of freedoms (DOF). In this paper we solve the problem
of general purpose robotic manipulation using a novel combi-
nation of motion planning and an action formalism (Situation
Calculus). Our approach integrates motions of a robot with
other actions (non-physical or external-to-robot) to achieve a
goal while manipulating objects. It differs from previous, hi-
erarchical approaches in that (a) it considers kinematic con-
straints in configuration space (CSpace) together with con-
straints over object manipulations; (b) it automatically gen-
erates high-level (logical) actions from a CSpace based mo-
tion planning algorithm; and (c) it decomposes a planning
problem into small segments, thus reducing the complexity
of planning.

Introduction

Algorithms for general purpose manipulations of daily-life
objects are still demanding (e.g. keys of doors, dishes in
a dish washer and buttons in elevators). It was shown that
planning with movable objects is P-SPACE hard (Chen and
Hwang 1991; Dacre-Wright, Laumond, and Alami 1992;
Stilman and Kuffner 2005). Nonetheless, previous works
examined such planning in depth (Likhachev, Gordon, and
Thrun 2003; Kuffner and LaValle 2000; Kavraki et al. 1996;
Brock and Khatib 2000; Alami et al. 1998; Stilman and
Kuffner 2005) because of the importance of manipulat-
ing objects. The theoretical analysis gave rise to some
practical applications (Alami et al. 1998; Cortés 2003;
Stilman and Kuffner 2005; Conner et al. 2007), but general
purpose manipulation remains out of reach for real-world-
scale applications.

Motion planning algorithms have difficulty to represent
non-kinematic constraints despite of its strength in planning
with kinematic constraints. Suppose that we want to let a
robot push a button to turn a light on. CSpace' can repre-
sent such constraints. However, the CSpace representation

Copyright (© 2009, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
!CSpace is the set of all possible configurations
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could be (1) redundant and (2) computationally inefficient
because CSpace is not appropriate for compact representa-
tions. It could be redundant, because it always considers the
configurations of all objects beside our interests (i.e. a but-
ton and a light). Moreover, mapping such constraints into
CSpace would be computationally inefficient, because map-
ping a constraint among n objects could take O(2") evalu-
ations in worst case. Thus, most of motion planning algo-
rithms assume that such mappings in CSpace are encoded.

Al planning algorithms and description languages (e.g.
PDDL (McDermott 1998)) have difficulty to execute real-
world robots despite of its strength in planing with logical
constraints. Suppose that we have a PDDL action for ‘push
the button’ which makes a button pushed and a light turned
on. However, the PDDL description could be (1) ambiguous
and (2) incomplete (require details). Given a robot with m
joints, it is ambiguous how to execute the robot to push the
button, because such execution is not given in the descrip-
tion. Instead, it assumes that there is a predefined action
which makes some conditions (e.g. a button pushed) satis-
fied whenever precondition is hold and the action is done.

Both methods solve this problem in different ways. Mo-
tion planning algorithms use abstractions to solve this prob-
lem. Al plannings use manual encodings. Although abstrac-
tion provides solutions in a reasonable amount of time in
many applications, abstraction lose completeness. Thus, it
has no computational benefit in worst cases. Although Al
plannings have no need to search the huge CSpace, it re-
quires manual encodings which are not only error-prone but
also computationally inefficient.

We solve this problem with combining a motion planning
and an Al planning in a model. We extend our previous
framework in PDDL (Choi and Amir 2009) into Situation
Calculus which provides logic formalisms. That is, Situa-
tion Calculus reflecting kinematic constraints are extracted
from a graph constructed by a resolution-complete motion
planning algorithm. In detail, our algorithm is composed of
three subroutines: (1) extracting a graph from a motion plan-
ner, (2) building new actions from abstract actions using the
built graph, (3) finding a solution in the built action theory,
and (4) decoding it into CSpace.

In detail, our algorithm unifies a general purpose (logi-
cal) planner and a motion planner in one algorithm. Our
algorithm is composed of three subroutines: (1) extracting
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Figure 1: This figure shows an example of manipulating objects
with arobotic arm. The goal is to take care of beans in a glasshouse.
Beans require water and light everyday. The robot will provide
water and light for beans. To accomplish this goal, the arm needs
to manipulate objects such as doors and switches.

logical actions from a motion planner, (2) finding an ab-
stract plan from the logical domain, and (3) decoding it into
CSpace. It extracts Situation Calculus actions (McCarthy
and Hayes 1987; Reiter 2001) from a tree constructed by a
motion planner in CSpace. Then, it combines extracted ac-
tions with a given BAT (Basic Action Theory explained in
Section ) that has propositions, axioms (propositional for-
mulae) and abstract Situation Calculus actions. To find an
abstract plan efficiently, we automatically partitioned the
domain by a graph decomposition algorithm before plan-
ning. In the planning step, an abstract plan is found by a
factored planning algorithms (Amir and Engelhardt 2003;
Brafman and Domshlak 2006) which are designed for the
decomposed domain. In decoding, a motion plan is found
from the abstract plan.

Section provides a motivational example. Section ex-
plains our encoding to build a theory in Situation Calculus.
Sections and show our algorithm. Section presents related
works. Finally, section provides experimental results fol-
lowed by the conclusion in section .

A Motivating Example

Figure 1 shows a planning problem. The goal is to provide
water and light to beans. The robotic arm should be able to
manipulate buttons in the spatial space to provide water and
light. There are also non-spatial constraints. At any time
either the shower is off or doors is closed or both.

The planner requires both a general purpose (logical)
planner and a motion planner. It requires general pur-
pose planner because the arm needs to revisit some points
of CSpace several times in a possible solution. The way
points may include ‘Open_doori’, ‘Close_doori’, and
‘Turn_light_on’. Note that the internal state (values of
propositions) can be different, whenever the robot revisits
the same point in the CSpace. It is certainly motion planning
problem because the kinematic constraints of the arm should
be considered. For example, the arm should not collide with
obstacles, although the hand of the arm may contact objects.

Hierarchical planners have been classical solutions for
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[ @small_room, @main_room \
door,, door,_lock
shower_button
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@small_room
door;_lock

@main_room, @small_room,
@bean_room, door,, door;_lock

Open_door,, Close_door,
Turn_shower_on, Turn_shower_off
Move_to_main_room

Open_door,, Close_door, \ Small Roomj
Open_door;, Close_door,
Move_to_small_room ( @bean_room, @main_room )
Move_to_bean_room light_button

Main Room

@main_roorh

@bean_room

Open_door,, Close_door,
Turn_light_on, Turn_light_off
Move_to_main_room

\_ Bean Room )

Figure 2: This is a possible tree decomposition for the toy prob-
lem of figure 1. The shared propositions appear on edges between
subgroups. For example, a proposition (‘Qdoors_lock’) is shared
by two subgroups (‘Main Room’ and ‘Small Room’) because
the proposition is used by actions of two subgroups (respectively
‘Open(Close)_doors’ and ‘“Turn_shower_on(of f)’). The the-
ory is decomposed into small groups based on the geometric infor-
mation (eg. the configurations of the room).

these problems. A hierarchical planner takes in charge of
high level planning. A motion planner takes in charge of low
level planning. However, researchers (or engineers) need
to define actions of the robot in addition to axioms among
propositions for objects. Without the manual encodings, the
hierarchical planner may need to play with the large number
of propositions (O(exp(DOF,opot))=|discretized CSpace)
, when DOF, ,p: is the DOF of the robot. With such naive
encoding, computational complexity of planning become
(O(exp(exp(DOF's)))).

Moreover, naive hierarchical planners often have diffi-
culty to find solutions for the following reason. Firstly, it
requires interactions between subgoals. For example, the
arm must go into the “Bean room” and turns the “light”
on (subgoal) before it goes into the “small room” and turns
the “shower” on (subgoal). This is essentially the ‘Susman
anomaly’ which means that the planner dose one thing (be-
ing in the Bean room) and then it has to retract it in order to
achieve other goal (turning the shower on). Thus, it may re-
quire several backtrackings in planning. Secondly, there are
two ways of (in principle) achieving “on(light)”: (1) going
through the small room; and (2) opening door to the Bean
room from the Arm-base room. Unless manual encoding
is given by an engineer, The latter way (going through the
small room) is fine from the perspective of hierarchical plan-
ning. However, it will not work in practice because the arm
is not long enough (kinematics). Formally, there is no down-
ward solution.

Thus, this toy problem shows that (1) hierarchical plan-
ning does not work with a naive (simple) encoding, and (2)
a complete encoding is too complex to encode manually. We
are interested in general principles that underlie a solution to
this problem.

In motion planning literature, hybrid planners are used to
address these issues (Alami, Siméon, and Laumond 1989;
Alami, Laumond, and Siméon 1997; Alami et al. 1998,
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Figure 3: This figure illustrates a process to encode a motion plan
into AT M (Action Theory with Motion). The process is follows:
(1) a motion plan (a tree) is built by a motion planning algorithm;
(2) actions which changes the states of objects are found; (3) propo-
sitions are generated (and grouped) based on the found actions; and
(4) a AT M is created. Here, we assume that we have a function
which provides discrete states of objects given the configuration of
an object in finding actions (2). In this figure, the door; in figure 1
and 2 is closed in a set of states (A). The door; is moved little in
B. However, the door is not fully opened. Thus, configurations in
the area D is not connected. The area C' corresponds to the pushed
light button on figure 1 and 2.

Conner et al. 2007; Plaku, Kavraki, and Vardi 2008). How-
ever, these are either hard to build due to manual encodings,
or infeasible to conduct complex tasks due to the curse of di-
mensionality of expanded CSpace. The size of CSpace of a
hybrid planner exponentially increases with additional mov-
able objects and given propositions. Thus, solving a com-
plex problem may require extensive searches.

Here, we seamlessly combine the general purpose plan-
ning and the motion planning. Our planner finds all re-
searchable locations and possible actions that change states
of object, states of propositions, or the reachable set of ob-
jects.> Thus, high-level planner can start to plan based on
actions extracted by a motion planner.?

However, the number of actions and states can be still
intractable. To solve this problem, we partition the do-
main into the smaller groups of actions and states. For
example, the domain can be partitioned as shown in fig-
ure 2. It is composed of three parts: (1) operating the
shower switch; (2) operating the light switch; and (3) oper-
ating in between. The partition can be automatically done
with approximate tight bound (Becker and Geiger 1996;
Amir 2001).

A factored planner (Amir and Engelhardt 2003) effi-
ciently finds a plan with the partitioned domain. The par-
titioned groups are connected as a tree shape. In each par-
titioned domain, our factored planner finds all the possible
effects of the set of actions in each factored domain. Then,
the planner passes the planned results into the parent of the
partition in the tree. In the root node, all the valid actions
and effects are gathered. The planner finds a plan for the
task, if it exists.

Then, we use a local planner to find a concrete path in
CSpace at the final step. However, there is no manual (ex-
plicit) encoding (eg. ‘turning the switch A’) between two
layers, except logical constraints and mapping functions
provided as input.

’Here, we assume that we know states of objects without un-
certainty as in (Conner et al. 2007).

30ur planner may have more actions and states than the hand-
encoded case.
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KB bject actioRs: B

KByotion conditional actions: :g{'EB j A;

actions: acts(Ar-light>Calight) LA S C)

F( act,(A > B) acts(Anlight—>Ca—light) ) act(C — A)
acty(B - A) act,(Da—light—>Calight) acty(Ar—light—->Cnlight)
ggggé > E\’; ai?:rﬁf"thCAﬁ"gh‘) acty(Anlight—>Cnlight)

light & —shower axioms:
light & —shower

Figure 4: This shows an operation (or algorithm) to combine the
extracted AT M with pre-existing BAT. BAT is independently
given in a general form to a robot. Thus, AT'M can be reusable
for robots with different configurations space. Meanwhile, BAT
is specific to a robot. Thus, some actions (e.g. act7 and actg) in
BAT are invalidated, thus excluded in BAT.

Problem Formulation
Preliminaries

Situation Calculus The Situation Calculus is an action
formalism which describes the precondition and the effect of
each action with First-Order predicate logic formulae. We
describe desirable constraints, if it is represented by First-
Order formulae.

The Situation Calculus (McCarthy and Hayes 1987; Re-
iter 2001) is a sorted first order language for representing
domains by means of actions, situations, and fluents. Ac-
tions and situations are first order terms, and situation-terms
stand for history of actions, compound with a function sym-
bol do: do(a, s) return the situation obtained by executing
the action a in a situation s, which is a sequence of actions.

The dynamic domain is described by a Basic Action The-
ory BAT = (3, Dso , Dss, Duna, Dap). 3 includes a set of
foundational axioms for situations. Dgy is a set of first-order
sentences that are valid in Sy. D, is a set of successor state
axioms for functional and relational fluents. D,,,,, is the set
of unique names axioms for actions. Dy, is a set of action
precondition axioms. Please, refer the (Reiter 2001) for de-
tail.

Configuration Space Given a robot and objects, a config-
uration describes the pose of the robot () and objects (O).
Configuration space, C'Space is the set of all possible con-
figurations.

The set of configurations that has no collision with ob-
stacles is called the free space C'yye.. The complement of
C'tree in Cis called the obstacle region.

Here, we use a sampling-based motion planner (e.g. PRM
(Kavraki et al. 1996) or RRT (Kuffner and LaValle 2000))
which extracts a connectivity graph among sampled config-
urations.

Combining Planning and Motion Planning

Inputs of problem is described as follows.

e (C'Space: The configuration space of the robot and ob-
jects.

e BAT: The Basic Action Theory regarding to actions of
the robot over objects.



e C;nt: The initial configuration of the robot and objects.
e (Goal: A first-order formula describing the goal condition.

o Shared Fluents: Predicates and functions shared by the
Situation Calculus and the CSpace.

Here, if CSpace has n-dimensions, CSpace is C; x Cy
X ... x Cp. We can represent C'Space as Cspareq X
Chrrotion- Cshared 18 the cross product of dimensions which
become inputs to BAT of Situation Calculus. C'ysoti0n i the
cross product of dimensions which are used only in motion
planning. Thus, some dimensions become an input to BAT
of the Situation Calculus. For theses dimensions, we write
Fluents as follows.

P(C) = P/(S)(C € OShaTed)
f(C) = f/(S)<C € CShared)

P and P’ are predicates. f and f’ are functions. P and
f include dimensions of CSpace, although P’ and f' re-
place the dimensions with a situation s. c is a configuration.
Thus, such predicates and functions relate configurations in
CSpace with situations in Situation Calculus.

Definition D,,,,,: is defined with following axioms. With
a configuration c¢ and a situation s, we build a predicate as
follows

Pconsistent(ca 3) = (/\ P; (C) = ID{(S)>

When : is the index for each predicate. In addition, we call
the set of axioms with two Fluents as D,,,4y,.

Thus, our goal is to find a path which achieves the goal
conditions while satisfying the action theory and avoiding
collision in CSpace.

Combining Planning and Motion Planning
(CPMP)
Action Theory with Motion (ATM)

Definition D, ,t;0,: We build a new theory based on the
graph extracted from a motion planning algorithm. A
resolution-complete motion planner builds a connectivity
graph in CSpace. Based on the graph (V, E), we build two
Predicates as follows.

Pfree(c) = TlfCEV
Piree(c) = L otherwise
Pmove(c7 Cl) = T l.f(C, C/) el

Prove(c,c) = L otherwise

Pstable(c7 Cl) =
(Vs(Pconsistent (Ca 8) A consistcnt(clv 5))
A (Pmove <C7 C/) Vv 3C//(Pstable(ca C”) A Pstable(cl/a d))))
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é) Light

A hand
< e
> <‘,:|// |
Light button

<peRS, light_off> | <p’eRS, light_off> | <peR3, light_on>

Figure 5: This example shows a situation in which one position
in the workspace can correspond to two different states in the com-
bined space (CPMP). Although the physical locations of the arm
and button are same in the workspace, an internal state (eg. light
is on) is different. The situation can be represented when CSpace
and state space in KB are combined (CPMP), even though it is not
possible to represent in the classical CSpace alone.

Ve (Pstable (Oinit7 C) — Lrealize (Ca SO))
Ciinit 18 the initial configuration. Sy is the initial situation in
the BAT.
We call these sets of predicates as D,,oti0n -

Definition D7 : We change the set of precondition axioms
in Dg),. Suppose that we have a following precondition ax-
iom for an action act in a situation s.

Poss(act, $) = ©poss
We change it into following
Possmotion(act, $) = ©poss
A3e, d (Preatize (¢, 8) A Peonsistent (¢, do(act, s))
A Prove(€,¢) A Prree() A Prree(c'))
We call the set of modified precondition axioms as Dy,
Definition Dj,: We add the set of effect axioms in D,y

Suppose that we have a following effect axiom for an action
act in a situation s.

Poss(act, s) — Qo
We change it into following axiom.
Possmotion(act,s) — e
A (Ve, s " (Preatize (€, 8) N Peonsistent (¢, do(act, s)))
— (Preatize(c, do(act, s))
A (Pstabie(¢', ") = Preatize(c”, do(act, s)))))
We call the set of added effect axioms as Djy.

We define the unified actions theory, (Combining Plan-
ning and Motion Planning)

CPMP = (EaD507DssaDunaaDmotz’onaDmapaD:;m :f]‘)

Lemma 1. The complexity of planning problem in the
CPMP is as hard as P-SPACE.

Proof. Any motion planning problem (P-SPACE hard) with
movable objects can be reduced to a planning problem in
CPMP. Suppose that CPMP includes only external
propositions which are extracted from the motion planning
algorithm. O



Building Actions

We register an action (an edge between two points extracted
from a motion planner) into CPMP in when two points have
different states in CPMP with regard to mapping function
as shown in figure 3. We validate abstract PDDL actions
which are realized by the action. Thus, we build a hyper-
graph whose nodes are sets of modes (CSpace) which have
the same state in terms of mapping functions and reachable
objects. Our algorithm extensively searches actions with a
resolution complete motion planner (i.e. PRM) until no new
action is found in the hypergraph given a specified resolu-
tion.

Lemma 2. The size of the discretized CSpace for a robot
manipulating n objects with given propositions in CPMP is
bounded by O(exp(|objects| + n + p)), when |objects| is
the number of objects, n is the DOF (Degree of Freedom) of
the robot, and p is the number of propositions.

Lemma 3. The number of possible actions (edges) in
the discretized CSpace for objects is only bounded by
O((|objects|) - exp(|objects|)), when the robot moves one
object with an action.

Proof. From a point in CSpace of object O(exp(|objects|)),
we can choose an object O(|objects|) to change states. [

Finding a Solution in CPM P

We provide a naive algorithm that solves a task in CPMP.
Then, we provide two improvements: (1) that solves the
problem in the (smaller) factored KBs; and (2) that reduces
the number of propositions in C'P M P using workspace.

A Naive Solution

Given a task of CPMP, NaiveSolution finds a solution. It
may use a general purpose planner (General Planner) to
find an abstract solution. Then, (LocalM otionPlan) en-
codes a path in CSpace.

Algorithm:NaiveSolution

Input: r(a robot), BAT (Basic Action Theory), Sstqr¢(initial
state), and s4041(goal condition)

Output: pathconcrete(Solution)

AT M <« FindActionFromMP(r)

CPMP=T(ATM,BAT)

pathapstract < GeneralPlanner( CPM P, sstart, Sgoal)

pathconcrete <— LocalMotionPlan( pathgpstract )

Algorithm 1: NaiveSolution provides a path for a robot. It
uses a general planner (General Planner) to find an abstract
solution. Then, it is encoded into the path in the CSpace by a
motion plan (Local M otion Plan).

Tree Decomposition of KB with Objects

Given a KB, finding a tree-decomposition of the minimum
treewidth is a NP-hard problem. However, the complex-
ity is only bounded by the treewidth of CPMP, if a tree-
decomposition is found by an efficient heuristic (Becker and
Geiger 1996; Amir 2001).

23

EF-Space

C-Space

Figure 6: This figure shows a mapping function (f()) from a
CSpace to an EF-Space. pi, p2, and p3 in CSpace are mapped
into p’ in EF-Space. The connected lines ((p1, p2) and (p2, p3))
represent the first condition of Theorem 3. The circles represent
the second condition.

Theorem 4. The complexity of planning in CPMP
is bounded by O(exp(tw(CPMP))) if the tree-
decomposition is given.

Proof. Proofs in (Brafman and Domshlak 2006; Amir 2001)
can be easily modified to prove this theorem. O

From Exponential CSpace to Polynomial EF-Space

In this section, we provide a generalized method which
project CSpace into much smaller workspace. It is an ex-
tension of our previous work (Choi and Amir 2007). it ef-
ficiently finds a solution when the projection method is ap-
plicable. Here, we want to transform CSpace into a smaller
space, EF-Space, using a mapping function f(). The func-
tion (f()) maps each point (p) in CSpace into a point (p’) in
EF-Space with satisfying following conditions.
1. When P is a set of points whose image are p’ in EF-Space
(f(p) = p'), any pair of two elements (p1, p € P) is
connected each other in CSpace;

2. When two points (p and ¢) are mapped into two points (p’
and ¢') in EF-Space. p and ¢ are connected neighbor if
and only if p’ and ¢’ are connected neighbor.

Two points are connected neighbor means when they are di-
rectly connected in the space.

Theorem 5. The complexity of motion planning in EF-
Space is bounded by following

O(EF-Space) - O(maxepeEF_Space(ball(Pep)))-

P, is a set of points whose image is ep. (That is, P, =
{p|f(p) = ep}) The ball(P) is volume of the ball which
includes P.

Proof. Given a motion planning problem (an initial config-
uration and goal one), a path in EF-Space can be found in
O(EF-Space) with a graph search algorithm. Given the path
in EF-Space, one needs to search the whole ball in worst
case. O

One simple example of EF-Space is the workspace of end-
effector. Suppose that the points in CSpace are mapped into

*tw(KB) is the treewidth of KB.



the points of end-effector in workspace. One can build an al-
gorithm that finds all the neighboring points from the inner-
most joint (or wheel) to the outermost joint with a dynamic
programming. If points of the previous joint are connected
to all neighboring points, the neighboring points of the cur-
rent joint are found by a movement of current joint (current
step) or a movement of any previous joint (previous steps).
The found connected points in workspace satisfy the second
conditions, if the first condition holds in the workspace.

In worst case, the first condition is hard to satisfy. In the
environment, the mapping function (f) should be bijective.
Thus, the EF-Space is nothing but the CSpace. However, the
first condition holds in many applications where the distance
between obstacles (or objects) and the robot is far enough.
That is the theoretical reason why the planning problem in
the sparse environment is easy even in CSpace.

Moreover, one can find another EF-Space considering
topological shape of robot (Choi and Amir 2007). In the
space, two points (p; and p») are mapped into the same point
p} if two configurations (p; and p,) are homotopic, and they
indicate the same end point. Otherwise, another point p}
is generated in the EF-Space. In 2D, an island obstacle di-
vides configurations into two groups for each side (left or
right). Thus, the EF-Space is exponentially proportional to
the number of island obstacles. However, EF-Space itself is
bounded by the workspace whose size is polynomial to the
number of joints. Thus, it is much smaller than the CSpace
and rather larger than the workspace.

A Unified Motion Plan

We present our algorithms in this section. The main algo-
rithm , UnifiedMotionPlanner (Algorithm 2), is composed
of three parts: FindActionFromMP (Algorithm 3); Factored-
Plan (Algorithm 4); and LocalPlanner. The goal of Unified-
MotionPlanner is to find a solution to achieve a goal situa-
tion.

Algorithm:UnifiedMotionPlanner

Input: r(a robot), BAT (Basic Action Theory), Sstqr¢(initial
state), sgoq1(goal condition)

Output: pathconcrete(Solution)

AT M <« FindActionFromMP(r)

CPMP=T(ATM,BAT)

K Brree «— PartitionKBtoTree(C' P M P)

pathabstract — FactoredPlan( KBT'ree, Sstarts Sgoal )

pathconcrete < LocalPlan( pathabstract )

return pathconcrete

Algorithm 2: UnifiedMotionPlaner finds all the reach-
able locations and actions in each location with FindAc-
tionFromMP. A motion planner is embedded in FindAction-
FromMP to extract abstracted actions in CSpace. Then, Parti-
tionKBtoTree partitions the C PM P into a tree. FactoredPlan
finds a solution given the pair of initial and goal condition in
the partitioned tree domain. The LocalPlan finds a concrete
path for the robot.

FindActoinFromMP
FindActionFromMP searches all the reachable locations and

actions in CSpace or EF-Space. In both cases, it has a dra-

Algorithm:FindActionFromMP

Input: r(a robot)
Output: AT M (extracted actions)
M Pryee <+ arandom tree in CSpace built by a motion
planner (e.g. Probabilistic Roadmap, Factored-Guided Motion
Planning)
for each edge (e;;) € M Pryce do
if state(p;) # state(p;) then
KBy +— KBy |J Dj,, (as in section
KB < KBy | D7y (as in section

return K B,

Algorithm 3: . FindActionFromMP finds all abstract ac-
tions for a robot. A motion planner (eg. FactorGuidedPlan
or RoadmapMethod) recursively finds all the reachable loca-
tions and actions. Then, the algorithm insert actions of each
configuration (c;;) of objects in the workspace. It assume that
the object is in the configuration (c;;). Thus, the condition
(configuration of objects) is combined into the actions (act;;).
The union of all actions becomes the K Bjy.

matically reduced space.

FactoredPlan

FactoredPlan finds a solution after factoring the domain (the
space of end-effector in workspace) into small domains. It
decomposes the domain into a tree in which each partitioned
group becomes nodes, and shared axioms appear on a link
between nodes. Then, it finds partial plans for a node and
its children nodes with assuming that the parents nodes may
change any shared states in between. After all, it finds a
global solution in the root node.

Algorithm:FactoredPlan

Input: K Bry,c. (partitioned KB as a tree), Sstart (initial
states), Sgoar (goal condition)
Output: pathapstract (An abstract plan)
depth <+ (predefined) number of interaction between domains.
for each node(K Bpart) in K Brree from leaves to a root do
Actap < PartPlan( K Bpart, depth) .
SendMessage( Actqyp, the parent node of K Bpart )

pathqy < a solution from Sini¢ t0 Sgoq: in the root node of
KBtT'ee
return pathgp

Algorithm 4: FactoredPlanning algorithm automatically
partitions the domain to solve the planning problem (from s;n¢
t0 540a1). It iterates domains from leaves to the root node with-
out backtracks. In each node, PartPlan finds all possible ac-
tions that change shared states in the parents node. PartPlan
assumes that the parent node may change any states in the
shared states in between. The planned actions in the subdo-
main become an abstract action in the parent node. They are
sent by SendMessage.

Related Works
Here, we review the related works in two aspects: (1) using
logical representation in robot planning; and (2) modifying
the motion planning algorithm to achieve complex task (eg.



manipulating objects). One may see the former way as top-
down and the latter way as bottom-up.

(Alami et al. 1998) presents a well-integrated robot archi-
tecture which controls multiple robots. It uses logical repre-
sentations in higher level planners and CSpace based motion
planners in lower-level planning. However, the combination
of two planners is rather naive (manual).

Recently, (Conner et al. 2007) provides an improved way
to combine the Linear Temporal Logic (LTL) to control con-
tinuously moving cars in the simulated environment.> How-
ever, their model is a nondeterministic automata, while our
model is deterministic. Due to the intractability of nondeter-
ministic model, their representation is restricted to a subset
of LTL to achieve a tractable (polynomial time) algorithm.
Experiments are focused on controlling cars instead of ma-
nipulating objects.

Motion planning research has a long-term goal of build-
ing a motion planning algorithm that finds plans for com-
plex tasks (eg. manipulating objects). (Stilman and Kuffner
2005) suggests such a planning algorithm based on a heuris-
tic planner (Chen and Hwang 1991) which efficiently relo-
cates obstacles to reach a goal location. Recently, it was
extended to embed constraints over objects into the CSpace
(Stilman 2007). In fact, the probabilistic roadmap method
(Kavraki et al. 1996) of the algorithm is highly effective in
manipulating objects. However, we argue that our algorithm
(factored planning) is more appropriate in terms of gener-
ality and efficiency than a search-based (with backtracks)
heuristic planner.

Other works also make efforts in this direction to build
a motion planning algorithm for complex tasks. (Plaku,
Kavraki, and Vardi 2008) solves a motion planning problem
focused on safety with logical constraints represented with
LTL . (M. Pardowitz 2007) focuses on learning actions for
manipulating objects based on the explanation based learn-
ing (Dejong and Mooney 1986). They use a classical hier-
archical planner in planning. (J. Van den Berg 2007) pro-
vides an idea that extracts the propositional symbols from a
motion planner. The symbols are used to check the satisfi-
ability of the planning problems. (S. Hart 2007) uses a po-
tential field method to achieve complex tasks with two arms.
However, the main interests of these works are not planning
algorithm, or are limited to the rather simpler tasks.

An Experiment in Simulation

We build our algorithm for a task that pushes buttons to call
numbers. There are 8 buttons in total. 4 buttons (key1(P1),
key2(P2), unlock(P3), and lock(P4)) are used to lock (and
unlock) the buttons. Other 4 buttons (#A(P5), #B(P6),
#C(P7) and Call(P8)) are used to make phone calls. Ini-
tially, the button is locked, the robot needs to push unlock
buttons after pushing both key buttons (P1 and P2). Then,
the robot can make a phone call with pushing the Call
button (P8) after selecting an appropriate number among
#A(P5), #B(P6), and #C(P7). After a call, the buttons

3 Any First Order Logic (FOL) sentences can be reduced to Lin-
ear Temporal Logic (LTL). Thus, LPL is a superset of FOL.
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Figure 7: This is a capture of the motion of push button in the
wall in experiments. The robot has 5 DOFs (rotational joints on
the base and 4 revolute joints on the arm). We do experiment with
increasing the number of joints from 2 to 9.

are automatically unlocked. We encode such constraints and
action in a PDDL.®

We build a tree from a randomized algorithm with 80000
points in CSpace. With a labeling function that returned the
states of buttons, we found 33 edges in the tree’. They are
encoded into 8 actions for 8 buttons. Then, the combined KB
(CPMP) is used to find a goal (calling all numbers (# A,
#B, and #C). The returned abstract actions are decoded
into a path on the tree of motion plan. Figure 7 is a snapshot
of the simulation.®

In this experiment, we focus on extracting actions from a
motion planning algorithm, because the factored planer it-
self is not a contribution of this paper. Theoretical and ex-
perimental benefits of FactoredPlan is shown in the previous
papers (Amir and Engelhardt 2003; Brafman and Domshlak
2006). We run our simulation on a general purposed planner
(Fourman 2007). Thus, the NaiveSolution algorithm is used
in this simulation.

Conclusions and Future Research

We present an algorithm that combines the general purpose
(logical) planner and a motion planner. Our planner is de-
signed to manipulate objects with robot. To solve the prob-
lem, previous works used a hierarchical planner (high-level)
and a motion planner (low-level). Most of them used man-
ual encodings between two layers. That was one of technical
hardness of this problem.

Theoretically, combining such planners is hard for the
following reasons: (1) hierarchical planner is hard and not
feasible sometime; and (2) direct combination of CSpace
and state space gives an doubly exponential search problem.

8Situation Calculus encoding is not impleted yet

"We simplify the manipulations for attaching and detaching
buttons

8The details of encoded actions and movies are available at
http://reason.cs.uiuc.edu/jaesik/cpmp/supplementary/.



Moreover, we can loss the geometric motion planning in-
formation, if we translate everything to PDDL (McDermott
1998) without a motion planner.

We combine the CSpace and state space in a KB, CPMP
(Combining Planning and Motion Planning). Moreover, we
provide the computational complexity of the problem. We
also argue that the treewidth of CPMP determines the hard-
ness of a manipulation task.

However, the suggested algorithm still has some lim-
itations that need to be improved in future research.
The exploration steps in FindActionFromMP may take
long time due to the large cardinality of state space
(O(n + |objects| + p) as in lemma 2. Assumptions of
EF-space would inappropriate for cluttered environments
where O(mazx (ball(Pep)) of theorem 5 are in-

tractable.

epcEF-Space
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Abstract

While based on the Situation Calculus, current implemen-
tations of the agent control language Golog typically avoid
offering full first-order capabilities, but rather resort to the
closed-world assumption for the sake of efficiency. On the
other hand, realistic applications need to deal with incomplete
world knowledge including disjunctive information. Re-
cently Liu, Lakemeyer and Levesque proposed the logic of
limited belief SL£, which lends itself to efficient reasoning
in incomplete first-order knowledge bases. In particular, S£
defines levels of belief which limit reasoning by cases in a
principled way. In this paper, we propose to apply SL-based
reasoning in the context of a Golog system. Central to our ap-
proach is a new search operator that finds plans only within
a fixed belief level k, and an iterative-deepening-style vari-
ant where instead of considering plans with increasing length,
the belief level k is incremented in each cycle. Thus, not the
shortest plans are preferred, but those which are the compu-
tationally cheapest to discover.

Introduction

The agent language Golog (Levesque et al. 1997) has al-
ready been applied in many application scenarios, including
the control of autonomous mobile robots (Ferrein and Lake-
meyer 2008). The language is based on the Situation Calcu-
lus (McCarthy and Hayes 1969; Reiter 2001), which in the
theoretical formalization is a dialect of first-order predicate
calculus. However, current implementations of Golog typi-
cally avoid to offer full first-order capabilities, but rather re-
sort to the closed-world and/or domain closure assumptions
for the sake of efficiency of reasoning. On the other hand,
in realistic applications such as mobile robotics, almost in-
evitably one has to cope with incomplete world knowledge,
in particular in the form of disjunctive information. Further-
more, as the task of an autonomous robot is usually open-
ended, not all individuals (persons or objects) it has or will
have to deal with are known in advance.

SL, the subjective logic of limited belief proposed by
Liu, Lakemeyer and Levesque (2004) is a formalism for
efficient reasoning with incomplete first-order knowledge
bases. They define a family of believe operators By, By,
B..... where intuitively B corresponds to the agent’s ex-
plicit belief and implicit beliefs become only available at
higher belief levels, where the greater k, the computationally
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more expensive, roughly measured in terms of the number
of nested case distinctions. When k is fixed, then whether
By KB implies By ¢ is decidable, and when the KB is in a
certain form, reasoning is also tractable. Furthermore, the
inference is classically sound in the sense that when Bo KB
implies B¢ in SL, then KB entails ¢ in classical predicate
logic.

For the above mentioned reasons, we believe that it is ben-
eficial to apply S £-based reasoning in the context of a Golog
system. Apart from the fact that reasoning within a fixed
level k£ can be done efficiently, belief levels offer the pos-
sibility to define a new planning operator that prefers plans
with least computational costs. To illustrate the idea, con-
sider a Golog program of the following form:

Ylalplibe

There is a nondeterministic choice (|) between two branches:
if formula ) holds, action a can be executed, or when for-
mula ¢ holds, action sequence b;c could be performed.
Planning here means to resolve the nondeterminism and thus
commit to one or the other branch. A classical Golog sys-
tem will typically test the branches in the presented order,
meaning it first checks whether the action sequence (a) con-
stitutes a legal execution, which involves checking if v is
known to hold according to the system’s knowledge base.
Formula ¢ and sequence (b,c) will only be tested once
Golog found out that it is not possible to execute the left
branch successfully. Alternatively, the system might apply
some iterative deepening strategy, which always yields the
shortest action sequences. Still, when the left branch in the
above example is executable, the system would prefer it over
the right one. In any case, no attention is paid to the compu-
tational effort involved.

Now assume that ¢ can instantly be inferred from the
agent’s knowledge base (say if it is a fact that is explic-
itly known to be true), but 1 is quite complicated and re-
quires extensive reasoning. In particular when the decision
has to be made quickly (e.g. think of robot soccer) or when
the additional reasoning time outweighs the time saved by
performing fewer actions, it may pay off to prefer possibly
longer plans that however involve less reasoning.

As our running example, consider a mobile robot work-
ing in an office environment. There is one employee, Carol,
who wants to have a look at a certain book. The department



possesses two copies, where one (book?) is usually located
in the library (I7b) and the other one (book2) in the lab (lab).
She gives the robot the following orders: “If book? is in the
library, bring it to me or if book?2 is in the lab, bring it after
unlocking the lab door.” This might be expressed as follows
in a Golog program:

At(book1,1ib)?; get(bookl , lib) |
At(book2, lab)?; unlock(lab); get(book2, lab)

Now assume that the robot explicitly knows from a recent
observation that book?2 actually is in the lab. On the other
hand, it only knows that it saw book! yesterday in the of-
fice shared by Ann and Bob, meaning one of them borrowed
it. The robot also knows that whoever borrows a book will
return it to the library in the evening on the same day. As
working hours have just begun, all books that were bor-
rowed yesterday will now be in the library. Obviously, this
knowledge is sufficient to deduce that book! is in the library,
but whereas retrieving the explicit fact A#(book2, lab) from
the knowledge base basically requires no reasoning at all,
deriving At(book1,lib) involves one case distinction: Ei-
ther Ann or Bob borrowed the book, but in any case, it has
been returned. Therefore intuitively, A#(book2, lab) is al-
ready available at belief level zero, but At(book1, lib) only
at greater levels.

In this paper we propose to apply the idea of iterative
deepening on belief levels instead of on action sequence
lengths. It will first be tested whether any of the program’s
possible execution traces can be verified to succeed by rea-
soning at level zero. Only if this is not the case, the level
will be increased to one etc. Thus, the first successful exe-
cution trace to be found will also be the one that needs the
least computational effort, which allows to obtain solutions
much quicker in many cases.

The remainder of the paper is organized as follows. In
the next section, we give the formal syntax and semantics of
the logic on which our approach is based. Next, we present
some results that relate the formalism to existing languages.
The following section contains the main contribution of this
paper in form of the new planning operator we propose. Fi-
nally, we sketch possible directions for future work.

Definitions

In this section, we introduce our new logic SL.A formally.
The language is basically an extension of Liu, Lakemeyer
and Levesque’s (2004) logic of limited belief SL by aspects
of the modal Situation Calculus variant &S (Lakemeyer and
Levesque 2004) for modelling action and change.

Syntax

Terms The terms of the language come in two sorts: ob-
Jject and action. A term of sort object is either an object vari-
able (z1, 9, ...) or an object constant (dy, do, . . ., e.g. lab).
An action term is either an action variable (a1, as, . ..) or of
the form g(t¢4, . ..,t,), where g is an action function of arity
n (e.g. unlock) and the ¢; are object terms.

Formulas The objective formulas form the least set where
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1. any atom of the form F'(¢q,...,%,) is an objective for-
mula, where F' is a fluent predicate symbol of arity n
(e.g. At) and the ¢; are object terms;

2. when t; and ¢, are terms of sort object, then (¢; = to) is
an objective formula;

3. when t is a non-variable term of sort action, x an object
variable, and ¢, ¢’ are objective formulas, then so are [t]¢,
Poss(t), Jxg, ~p, and ¢ V ¢'.

We read [t]¢ as “¢ holds after doing action ¢” and Poss(t)

as “action t is possible to execute”. We further call an ob-

jective formula static when it does not contain any action
terms. Note that we disallow equalities and quantification
over actions. The subjective formulas form the least set with

1. if ¢ is an objective formula and £ > 0, then By ¢ is a
subjective formula and called a believe atom at level k;

2. if t; and o are terms of sort object, then (t; = t2) is a
subjective formula;

3. if ¢; and @, are subjective formulas and z is a variable
of sort object, then —p1, (1 V p2) and Jxp; are also
subjective formulas.

The language S LA is the set of all subjective formulas as de-
fined above. Therefore, very much similar to S£, all (fluent)
predicates other than equality must occur within the scope of
a By, operator, which must not be nested. Here, we further
require that also [t] and Poss(t) operators do not appear out-
side of By. The fact that we only study formulas talking
about the agent’s beliefs about the world state is why the
language is called subjective logic, or in our case, subjective
logic of actions. (p1 A 2), Y, (91 D p2) and (1 = ¢2)
are treated as the usual abbreviations.

Programs Programs are composed according to the fol-
lowing grammar:

0 u=1t]¢?|(01;02) ] (01]d2) | mx.d | 6*

Here, ¢ is any (not necessarily ground) term of sort action,
¢ can be any objective formula, and x an object variable. In
the presented order, the constructs mean a primitive action,
a test, sequence of programs, nondeterministic choice be-
tween programs, nondeterministic choice of argument, and
nondeterministic iteration.

Regression and Basic Action Theories

Before we define the logic’s formal semantics, we introduce
basic action theories and regression, following (Lakemeyer
and Levesque 2004). The language for basic action theo-
ries consists of the objective formulas defined above and ex-
tended by another modal operator [, where Ua reads “o
holds after every sequence of actions.”, as well as equality
atoms (t; = t2) among action terms, where at most one of
the t; is a variable. A formula without Poss(t) and [t], but
possibly containing such action equalities, is called guasi-
static.

Definition 1 (Basic Action Theory) Given a set of fluent
predicates F, a set of sentences % is called a basic action
theory over F iff it only mentions the fluents in F and is of
the form X = Y U Xg, where Xg = X, U X, and



e X is a finite set of static sentences,

o ¥, is a singleton of the form O(Poss(a) = w), where T
is quasi-static with a being the only free variable;

o X, is a finite set of successor state axioms of the form
O(([a]F (%)) = ~r), one for each fluent F € F, where
YF is a quasi-static formula whose free variables are
among T and a.

In our example, we might have an initial KB Xy containing

At(book2, lab),
Borrowed(ann, book1) V Borrowed(bob, book1),
VaVyBorrowed(x,y) D At(y, lib)

where Borrowed (x,y) means that person  borrowed y yes-
terday. The precondition axiom X, is given by:

OPoss(a) = Fz(a = unlock(z) V a = lock(x)) V

J23y((a = get(z,y) V a = put(z,y)) A ~Locked(y))

That is locking or unlocking is always possible, but putting
or getting something only when the according location is not
locked. The successor state axioms in X, are

OlalAt(x,y) = a = put(z,y) V At(z,y) A a # get(x,y)

Ola]Locked(x) =a=lock(x)V Locked (x) Aa# unlock(x)
Whereas Lakemeyer and Levesque (2004) provide a com-
plete model-theoretic semantics for (] and [-] within their
logics &£S, we here adapt a view similar to (Liu, Lakemeyer,
and Levesque 2004), i.e. we are interested in the implicit
conclusions an agent can draw, given certain explicit beliefs,
and the computational costs for doing so. In our encoding,
the precondition and successor state axioms of basic action
theories are part of the agent’s explicit belief, and conclu-
sions about future situations are drawn using regression.

Regression is a method for computing projections by syn-
tactically transforming a formula talking about future situ-
ations (after performing certain actions) into an equivalent
formula that only talks about the current situation. We use
an adaptation of Lakemeyer and Levesque’s &S variant of
Reiter’s (2001) regression operator as follows:
Definition 2 (Regression) Formally, for any objective for-
mula a, let R[Xq, &), the regression of o wrt ¥4, be the for-
mula R34, (), a], where for any sequence of action terms o
(not necessarily ground), R[Xq, 0, «] is defined inductively
on a by:
1. R[Ed,d, (tl = tg)] = (tl = tQ),
where the t; are object terms;

2. R[Ea,0,(01(f1) = g2(f2))] = L,
where g1 and go are distinct action symbols;
R[Ea, 0, (9(t1) = g(£2))] = (f1 = £2);
R[X4,0, 0] = R[4, 0, a);

ey

[
R[Zg4,0,(aVP)] = (R[E4,0,a]VR[Eq,0,5]);
R[24,0,3zal = FaR[Eq, 0, a;
R[4, 0,[tla) = R[Xq,0 - t,a;
R[Ed,a Poss(t)] = R[Zq, 0, 78],

© N L AW

. R[Xq,0, F 5 | is defined inductively on o by:

(a) R[Zq, (), F(#)] = F(t);
(b) R[Edva tvF 5 _R[Eduo—v ('YF)%Z?]

Lemma 3 For any o, R[24, o] is static.
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Semantics

For defining the logic’s semantics, we need the following
definitions from (Liu, Lakemeyer, and Levesque 2004):

Definition 4 (Unit Propagation) A clause is a disjunction
of literals, where a literal is either a ground atom F (t) or its
negation —F (). In a unit resolution step, we infer a clause c
Sfrom a unit clause {1} and some clause {1} Uc, where l refers
to the complement of literal l. Let s be a (possibly infinite)
set of ground clauses. A unit derivation of a clause c from
s is given by a sequence c1, . . .,cn, Where ¢, is c and each
c; is either an element from s or derivable from previous
clauses by unit resolution. We then denote the closure of s
under unit resolution by U R(s), which is the set of clauses ¢
such that there is some unit derivation of c from s. Further,
US(s) is the set of ground clauses ¢ such that c is subsumed
by some clause in UR(Ss).

Definition 5 (Belief Reduction)

1. (Bic)l= Byc, where cis a clause;

2 (Bi(t =)= (t =)

3. (Byn(t = t)= ~(t = t');

4. (Br==¢)|= Brg;

5. (Br(o V)= (Brod V Byt)), where ¢ V ¢ is not a
clause;

6. (Br=(¢ V)= (B¢ AByr—);

7. (Br3ze)l= JaByo:
8. (By—Jag)|=VaBy—¢.

We can now define the semantics of formulas. A semantic
model is given by two things: a setup s, which is a (possibly
infinite) set of nonempty ground clauses, and represents the
agent’s explicit beliefs about the current world state. Fur-
thermore we need some X4 = X, U X0, Which represents
the agent’s explicit beliefs about the world’s dynamics.

Definition 6 (Semantics of Formulas)

1. s |y, (di = do) iff di and ds are identical object con-
stants;
s ):Zd @ iff s %Zd @y
s sy 1V iffs B, p10r8 Es, 92;
s Esx, e iff s Ex, ©% for some object constant d;
s Ex, B¢ iff one of the following holds:
(a) subsumption.
k=0, ¢ isaclause c, and c € US(s);
(b) reduction:
@ is static, but not a clause and s =5, (Bro)l;
(c) splitting:
k > 0, ¢ is static and there is some c € s such that for
allp € ¢, sU{p} Ex, Br-19¢;
(d) regression:
¢ is not static, and s =y, Bi(R[X4, 9]).
The notation ¢f denotes ¢ with all free occurrences of x
replaced by ¢t. Apart from item 5d and the extra ¥, ar-

gument, the semantical definition is identical to the one in
(Liu, Lakemeyer, and Levesque 2004). Item 5a says that

RN



anything derivable from s by unit propagation is also avail-
able at belief level zero, since unit derivations are computa-
tionally cheap. According to item 5b, something is believed
at level k when a corresponding simpler formula is already
believed. Item Sc encodes that case distinctions make rea-
soning computationally expensive: ¢ is believed at level &k
when for some clause we can make a case distinction over
all its literals and ¢ holds at level £ — 1 in any case. Finally,
our addition of item 5d means that a formula involving ac-
tions is believed at level k iff its regression is. Because the
regression is a static formula, one of the other three cases
needs to be applied subsequently.

A sentence « is valid wrt 34, written =y, «, if for ev-
ery setup s, s =y, «. If a does not contain any actions,
we often also leave out the ¥4 subscript. Typically, we are
interested in checking whether, given a set of explicit be-
lief ¥, some ¢ holds at believe level k. We therefore in-
troduce the notation ¥y U ¥, =i ¢ as an abbreviation for
Es, BoXo D B¢, again possibly leaving out 3; when no
actions are involved.

Properties
When restricted to static formulas, SLA is identical to SL:
Theorem 7 Let ¢ be static. Then

BoXo s, Bro iff Fsc BoXo D Bro.

Furthermore, we have the following soundness result in
terms of entailment of &S formulas:

Theorem 8 IfXg U X, i ¢, then o U Xy Fes ¢

This result also establishes the connection to the classical
Situation Calculus, of which & may be considered a modal
dialect. For the details of the two formalisms’ relation,
we refer the interested reader to (Lakemeyer and Levesque
2005).

We can now reuse results related to these two logics,
in particular concerning efficient reasoning with proper™
knowledge bases as defined in (Liu and Levesque 2005):
Definition 9 (Proper™ KBs) A KB is proper™ if it is a non-
empty set of formulas of the form ¥(e D c), where e is an
ewff and c is a disjunction of literals whose arguments are
distinct variables. An ewff is a static, quantifier-free formula
without fluents and equalities among action terms.

It is easy to see that the example g (1) can be represented
in proper™ form. Reasoning with such KBs is tractable in
the following sense:

Theorem 10 ((Liu and Levesque 2005)) If g is propert,
¢ static, and Xy and ¢ use at most j different variables, then
whether Yo =1 ¢ can be decided in time O((In+1)k+1)
where [ is the size of ¢, and n the size of X.

That is, reasoning is only exponential in the number of vari-
ables used and the belief level. When the ¢ in question is
not static, it first needs to be regressed. As the result again is
a static formula, the same reasoning procedure can be used.
It should however be noted that in the worst case, the length
[ of the regression result may be in turn exponential in the
number of nested occurrences of [¢], since in each regression
step, a fluent atom is replaced by an entire formula.
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Programs

Our program semantics follows the one in (Claen and
Lakemeyer 2008), which is an adaptation of the single
step semantics of (De Giacomo, Lespérance, and Levesque
2000). Given a setup s, some .4, a believe level k, and a se-
quence z of already executed actions, a program ¢ is mapped
to a set of action sequences z’, which we call program ex-
ecution traces. The definition uses the notion of program
configurations (4, z), where 4 is a program (intuitively what
remains to be executed) and z a sequence of ground actions
(that have already been performed). A final configuration is
one where program execution may legally and successfully
terminate, and single step transitions ¢ turn a configuration
(4, 2) into a new configuration (&', z - t).

Formally, the set of final configurations fszg is the
smallest set such that for all §, &1, do, static ¢ and z:

L. (¢?,2) € Fiitif s =x, Be([2]0);
2. (81302, 2) € Fop if (61,2) € Fuft and (8, 2) € Fois
3. (01102, 2) € Fiiif (01,2) € Foj or (83,2) € Fofs
4. (r2.6,2) € Fuf

if (63,2) € ]—'SZ,‘; for some object constant d;
5.(6%,2) € Foif.

Thus, a configuration (47, z) whose remaining program is a
test is final wrt s, X4 and k if the formula' [2]¢ is believed
at level k in s and X;. From the above it also follows that
(t,2) & F, Szg for atomic ¢, i.e. if some action ¢ remains to be
done, the configuration cannot be final. Further, sequences
are only final when the involved subprograms are both final
etc. The transition relation among program configurations
is given as follows (the empty program nil abbreviates T 7):

1. (¢, 2) = (nil, z - t);
2 (01302,2) o> (18,20 8) i (B1,2) o (3201
. / .
3. (01392, 2) e (¢',z-1t)
if (01,2) € .7:82,; and (02, 2) = (&', z-1t);
i 8,24d,
4. (61|02, 2) EHk(é’,zﬂt)
S,24d 5
if (61,2) — (8,z-t)or(ds,2) — (&,2-1);
8,24,k S,24d,
5. (7.6, 2) Z—>k(5’7z-t)
Sy24d,
if (03,2) — i (&', z - t) for some object constant d;
Sy24d
. (07 ;07,2 - if -1).
6.(0%2) o (10%2:1) if(62) = (v,2:1)

If — is the reflexive transitive closure of — , then
$,24d,K 8,54,k
!
{6, 2)

(0',2-2")Yand (&', 2-2') € ]-"Szg
is the set ||5||S'Zf(z) of execution traces of d, given s, k, ¥4, at
z. Such a trace therefore corresponds to a (possibly empty)
sequence of transition steps that lead into a final configura-
tion. Note that because of rule 1, the actions contained in the

*
—
S,EdJC

"We extend [-] to sequences: [{)]¢ = o, [z - t]¢ = [2][t]p.



trace are not necessarily all executable according to Poss, to

allow for reasoning about hypothetical situations including

non-reachable ones. In case we are only interested in the ac-

tually executable traces of our program §, we simply have to

substitute each occurrence of an action ¢ by Poss(t)?;t in ¢.
Given an initial KB X, we further define

181525 (=) < (M) 118155 (2) | s = BoZo}

to be the set of execution traces common to all setups s
where X is explicitly believed. Our program semantics is
sound (but not complete) wrt the program semantics of £5G
as presented in (ClaBen and Lakemeyer 2008) as follows:

Theorem 11 [f 2/ € \|5||§‘;k(z) then for any semantic
model w of ESG such that w |= Yo U Xy, also 2’ € |0]™(z).

Again the relation to classical Golog is given by the results
presented in (Claen and Lakemeyer 2008) and (Lakemeyer
and Levesque 2005).

Execution of Programs

In classical Golog, programs are executed off-line, mean-
ing the interpreter first analyzes the entire program to search
for a conforming execution trace before performing any ac-
tions in the real world. This soon becomes infeasible, in
particular when the program is large, the agent has only in-
complete world knowledge and has to use sensing to gather
information at run-time. IndiGolog (Sardina et al. 2004)
therefore executes programs on-line, which means that there
is no general look-ahead, but the system just does the next
possible action in each step, treating nondeterminism like
random choices. Look-ahead is only applied to parts of the
program that are explicitly marked by the search operator
3(6), thus giving the programmer the control over where
the system should spend computational effort for searching.
However the search does not pay attention to the computa-
tional costs of plans. The main contribution of this paper is
to propose the following two new offline search operators:

o Ak(d,2),
where the set of solution traces is ||¢ ||§3k(z),

d A*((S? Z)’
where the set of solution traces | J;— H5||§3k(z)

Whereas Ay, only finds solutions obtainable by reasoning up
to belief level k, A, considers all belief levels, where the
idea is that lower level solutions will be tested before ones
at higher levels, thus preferring plans that require the least
computational costs.

The algorithms we are going to present here for comput-
ing according solutions make use of the notion of character-
istic program graphs as presented in (Claen and Lakemeyer
2008). Due to space reasons, we will not repeat the (entire)
definition here. Intuitively, a program § is mapped to a graph
Gs = (V, E,vp), with?

Here we assume that the program in question does not contain
any 7 operators, which keeps things much simpler. In the future
work section we discuss how to extend our approach to this case.

31

o get(book1, lib) /At(book1 , lib)

Vo

o

U1

get(book2, lab)
unlock(lab) /At(book2, lab)

Ou,

Figure 1: Characteristic Graph of Example Program

e V is a set of vertices of the form (&', ¢’), where the ¢’ is
some remaining subprogram and ¢’ is an objective for-
mula encoding a condition under which program execu-
tion might terminate at that node.

e F is a set of labelled edges of the form v’ A v, where
the intuition is that a transition with ground action ¢t may
be taken from node v’ to node v"" when the objective for-
mula ¢ holds.

e vy = (0, o) € V is the initial node.

The graph for the example program ¢ from the introduction
is shown in Figure 1. The nodes are vy = (4, L), v; =
(nil, T), and vy = (get(book2,lab), L), where T denotes
truth (definable as Vz(z = x)) and L falsity (—T).

Definition 12 Let £ be a path in the characteristic graph.
The path formula PF (§) is defined inductively on its length:

o PF(v) =¢', ifv= (& ¢)

o PP(O) = AIPF(E), if§ =0 €.
Further, the path trace PT (§) is defined as
e PT(v)={();

o« PT() =t PT(¢), ifé=v"" ¢!

For a fixed believe level k, our method now tests paths of
increasing lengths.

Procedure 1 CoMPA (4, 2)
Determine Gs = (V, E, vg)
for(=0,1,2... do
for all paths £ of length [ starting in vy do
if Xo U Xy Ex [2]PF () then
return PT(§)

When the set of possible paths is finite like in our example,
CoMPA (6, z) will always terminate for any k and z. In this
case we can call that procedure for increasing belief level &:

Procedure 2 COMPA., (4, z)

fork =0,...,00do
CoMPA (6, z)

Let us apply COMPA, (4, ()) to our example program 4, and
let us assume that no actions have been performed so far by
the agent, i.e. z = (). We first call COMPA(d, ( )) for belief
level k = 0. The program graph contains four different paths



that start in the initial node: the only path of length zero,
&o = vy, further two paths of length one, £&1; = vg — v1 and
&12 = vg — wv2, and finally one path of length two, namely
&9 = vy — vo — v1. Their respective path formulas are:

PF(&) = 1L

PF(&1) = At(bookl,lib) A [get(bookl, lib)]T
PF(&12) = At(book2,lab) A [unlock(lab)] L
PF(&) = At(book2,lab)A

[unlock(lab)](T A [get(book2, lab)]T)

Then we need to check for each £ whether ¥y U X, |=¢
PF (&), which is the same as =y, BoXo D BoPF(¢),
which according to rule 5d of the semantics means |=s,
BoXo D Bo(R[X4, PF(£)]). The regressed versions of the
path formulas are, with simplifications:

R[Sq, PF(&)] =L R[Sq, PF(&11)] = At(book1, lib)
R[Sq, PF(£12)] =L R[Sq, PF(&)] =At(book2, lab)

To see that both [£x, BoXg D BoA#(bookl, lib) as well as
Ky, BoXo D Bgl, let s be the setup given by

{At(book2, lab),
Borrowed(ann, book1) V Borrowed(bob, book1),
—Borrowed(d, book1) V At(book1, lib)|d an obj. const.}.

Then s = BoXg. As both L and A#(book1, lib) are clauses
(L is the empty clause), the only possibility is that they are
believed by subsumption. However, in this case UR(s) = s
(no unit propagation is possible) and there is no clause in
s that subsumes L or At(book1, lib), hence s £~ BgL and
s = BoAt(book1, lib). On the other hand, when s is some
arbitrary setup with s = B2, then s = BoAr(book2, lab)
by reduction (treating a set as a conjunction), therefore =y,
BoXo D BoAt(book2, lab). COMPA (4, ()) thus returns

PT (&) = (unlock(lab), get(book2, lab)).

When k& = 1, we get =5, BoXo D BiAt(bookl, lib) as
follows. Let again s be a setup with s = ByX. Then s will
contain a clause that subsumes Borrowed(ann, bookl) V
Borrowed(bob, book2), and we can split over this
clause. As s also must contain a clause subsuming
= Borrowed(ann, book1) V At(bookl,lib), At(bookl,lib)
can be obtained from s U { Borrowed(ann, book1)} by unit
propagation. Similarly for Borrowed(bob, book1), there-
fore s = BjAt(bookl,lib). Only the k = 1 cycle of
CoMPA, (0, ()) will hence yield the solution

PT(&11) = (get(bookl, lib)).

Future Work

The approach presented here is work in progress. We are
currently working on implementing the method by integrat-
ing a corresponding reasoner and search operator into the
IndiGolog agent framework (Sardina et al. 2004) to be able
to also evaluate it empirically against existing techniques.
There are furthermore many directions for future work
at the conceptual level. Instead of solely using regression-
based reasoning, we might extend our approach using recent
tractability results for the progression of propert knowledge
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bases (Liu and Lakemeyer 2009). As the naive loop of Ag
obviously will not terminate once the program § contains an
iteration, A, will in this case get stuck at belief level zero,
even if there are possibly solutions at higher levels. One may
try to apply some sort of dove-tailing technique here, where
for any k, only solutions up to a length (k) are considered.

It is further conceivable to combine our language with an
appropriate model for action time costs to be able to study
trade-offs between the required reasoning and actual execu-
tion time of plans. Also, a variant of our method that com-
putes conditional plans may be useful. In particular, it might
be necessary to adapt the notion of epistemic feasibility as
discussed in (Sardina et al. 2004): Consider a conditional
plan in the form of the following program:

dha | —9%b

where at plan time, the truth value of ¢ was unknown. To
be able to execute this program we have to ensure that ¢
will become known at run time, or the executor gets stuck
not knowing what step to take next. We therefore also need
to extend our formalism appropriately to allow for sens-
ing actions that the agent can use in order to gather the
necessary information at run time, possibly in combination
with knowledge-based programs as described in (Claen and
Lakemeyer 2006).

Finally, integrating the 7 operators we omitted in the pre-
vious section is straightforward in principle, but somewhat
tedious. The idea is that whenever some 7x is encountered
on a path, the corresponding z in the path formula is substi-
tuted by a fresh variable 2’ as different quantifiers may use
identical variable names. The obtained path formula then
contains a number of free variables. The tractable reasoning
procedure presented in (Liu and Levesque 2005) is able to
deal with open queries for which it computes a set of vari-
able substitutions. Each such substitution, applied to a path
trace with free variables, then corresponds to one possible
solution trace.

Conclusion

In this paper we introduced a new logic called SLA for
tractable reasoning with limited beliefs in the presence of
action and change. Based on this, we proposed a new plan-
ning operator that considers increasing levels of belief, thus
preferring solution plans that are the computationally cheap-
est to discover.
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Abstract

Representing preferences and reasoning about them are im-
portant issues for many real-life applications. Several mono-
tonic and non-monotonic qualitative formalisms have been
developed for this purpose. Most of them are based on com-
parative preferences, for e.g. “I prefer red wine to white
wine”. However this simple and natural way to express pref-
erences comes also with many difficulties regarding their in-
terpretation. Several (more or less strong) semantics have
been proposed leading to different (pre)orders on outcomes.
In this paper, we report results of the first empirical compari-
son of existing non-monotonic semantics (strong, optimistic,
pessimistic and ceteris paribus) based on psychological data.
Thirty participants were asked to rank 8 menus according to
their preferences and to compare 31 pairs of menus. The
recorded preferences allowed to compute compact prefer-
ences and ranking menus for each participant according to
the four semantics under study, and to compare these ranks
to participant’s ones. Results show that non-monotonic opti-
mistic and pessimistic preferences are the semantics that bet-
ter fit human data, strong and ceteris paribus semantics being
less psychologically plausible given our task.

Introduction

Preferences are very useful in many real-life problems.
They are inherently a multi-disciplinary topic, of interest
to economists, computer scientists, operations researchers,
mathematicians, logicians, philosophers and psychologists.

It has been early recognized that value func-
tions/orderings cannot be explicitly defined because of
a great number of outcomes or simply because the user
is not willing to state her/his preferences on each pair
of outcomes. Indeed preferences should be handled in a
compact (or succint) way, starting from non completely
explicit preferences expressed by a user.

The compact languages for preference representation
have been extensively developed in Artificial Intelligence in
the last decade (Boutilier et al. 2004; Brewka, Benferhat,
and Le Berre 2004). In particular, (conditional) comparative
statements are often used for describing preferences in a lo-
cal, contextualized manner for e.g., “I prefer fish to meat”,
“if meat is served then I prefer red wine to white wine”, etc.

Copyright (© 2009, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.
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Indeed, it is easier and more natural to express such qual-
itative comparative statements than to say that I prefer fish
with the weight .8 and prefer meat with the weight .2. Some
generic principles are often used for completing the qual-
itative comparative preference statements' (Hansson 1996;
Boutilier 1994; Benferhat et al. 2002). Although compar-
ative preference statements allow for a simple and natural
way to express preferences, they come however with many
difficulties regarding their interpretation.

Comparative preferences are often interpreted following
the well known ceteris paribus semantics (Hansson 1996).
This is due to the CP-net approach (Boutilier et al. 2004)
which has emerged in the last decade as the preeminent and
prominent method for processing preferences in Artificial
Intelligence, thanks to its intuitive appeal. Following this
pinciple, the statement “I prefer fish to meat” is interpreted
as, given two meals that differ only in the main dish, the
meal with fish is preferred to the meal with meat. How-
ever, CP-nets behave monotonically and do not allow for
the handling of preferences with defaults. For example, we
can prefer fish to meat, but when available fish is red tuna
and meat is poultry, we can prefer the reverse. Moreover, in
CP-nets, ceteris paribus semantics states that the two meals
fish-cake and meat-ice cream are incomparable w.r.t. the
preference statement “I prefer fish to meat” while a vege-
tarian would prefer any fish-based meal to any meat-based
meal. Fortunately, ceteris paribus is not the only possi-
ble reading of comparative preference statements and other
intuitively non-monotonic meaningful semantics may also
be encountered, and researchers have also argued for other
semantics (Boutilier 1994; Benferhat et al. 2002) based
on insights from non-monotonic reasoning such as system
Z (Pearl 1990). Note also that ceteris paribus semantics
can also be non-monotonic outside CP-net framework. For
example, the menu fish — red is preferred to the menu
fish — white w.r.t. the preference statement “red is pre-
ferred to —red” following ceteris paribus semantics. How-
ever the additional preference statement “fish A white is
preferred to fish A ~white” induces the reverse preference,
namely fish — white is preferred to fish — red.

In this paper, we provide the first empirical compar-

"From now on, we simply speak about comparative preference
statements.



ison of existing non-monotonic semantics (including ce-
teris paribus) based on psychological data. This psycho-
logical inquiry is founded by previous work on the non-
monotonic nature of human reasoning. For example, it has
been shown that human inference is consistent with Sys-
tem P (Kraus, Lehmann, and Magidor 1990) (see (Neves,
Bonnefon, and Raufaste 2002; Benferhat, Bonnefon, and
Da Silva Neves 2004)) and that System P constitutes a psy-
chologically sound base of rationality postulates for the eval-
uation of non-monotonic reasoning systems. In our study,
participants were asked to rank 8 menus according to their
preferences and to compare 31 pairs of menus. The recorded
preferences were compared to those provided by the con-
sidered semantics. Results show that optimistic and pes-
simistic preferences are the semantics that better fit human
data, strong, ceteris paribus semantics being less psycholog-
ically plausible given our task.

The remainder of this paper is organized as follows. After
providing notations and necessary definitions, we recall the
different semantics of comparatives preferences proposed in
literature. Then, we recall algorithms to rank-order out-
comes for each semantics. In the next section, we provide
empirical comparison of the different semantics based on
psychological data. Lastly we conclude.

Notations

Let V = {Xy,---, X} be a set of h variables. Each vari-
able X; takes its values in a domain Dom(X;) which is a set
of uninterpreted constants D or rational numbers Q. A pos-
sible outcome, denoted ¢, is the result of assigning a value in
Dom(X;) to each variable X; in V. Q is the set of all pos-
sible outcomes. We suppose that this set is fixed and finite.
Let £ be a language based on V. Mod(y) denotes the set
of outcomes that make the formula ¢ (built on £) true. We
write t = ¢ when t € Mod(p) and say that ¢ satisfies .
An ordering relation = on X = {z,y, z,--- } is a reflex-
ive binary relation such that = >~ y stands for z is at least as
preferred as y. © ~ y means that both x > y and y > z hold,
i.e., x and y are equally preferred. Lastly x ~ y means that
neither x > y nor y > x holds, i.e., z and y are incompara-
ble. A strict ordering relation on X is an irreflexive binary
relation such that > y means that z is strictly preferred to
y. We also say that x dominates y. A strict ordering relation
> can be defined from an ordering relation > as xz > y if
x > gy holds but y > x does not.
When neither z > y nor y > z holds, we also write x ~ .
> (resp. >) is a preorder (resp. order) on X if and only if >
(resp. >) is transitive, i.e.,if z > yandy > zthenz > 2
(ifx > yandy > z thenz > z). = (resp. >) is a complete
preorder (resp. order) if and only if Vz,y € X, we have
either x > y or y >~ x (resp. either z > y or y > x).
The set of the best (or undominated) elements of A C X
w.r.t. >, denoted max(A, >), is defined by max(A4,>) =
{z|z € A, Py € A,y = z}. The set of the worst elements
of A C X wrt. >, denoted min(A, > ), is defined by
min(4,= ) = {zjz € A, By € A,z = y}. The best
(resp. worst) elements of A w.r.t. > is max(A, =) (resp.
min(A4, >-)) where > is the strict ordering relation associ-
ated to .
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A complete preorder >~ can also be represented by a well
ordered partition of 2. This is an equivalent representation,
in the sense that each preorder corresponds to one ordered
partition and vice versa.

Definition 1 (Partition) A sequence of sets of outcomes of
the form (Ey, . .., Ey,) is a partition of Q if and only if (i) Vi,
E; #0, (i) EyU---UE, = Q, and (iii) Vi, j, E; N E; =0
fori # j.

A partition of €2 is ordered if and only if it is associated with
a preorder > on ) such that (Vt,t' € Q witht € E;,t' € E;
we have ¢ < j if and only if ¢ = t/).

Comparative preference statements

We denote comparative statements of the form “I prefer p to
q” as p > ¢ and denote conditional (called also contextual)
comparative statements of the form “if r is true then I prefer
ptoqg”asr:p > g, where p, ¢ and r are any propositional
formulas.

Comparative statements come with difficulties regarding
their interpretation. How should we interpret such state-
ments? For example, given the preference statement “I pre-
fer fish to meat”, how do we rank-order meals based on fish
and those based on meat? Four semantics have been pro-
posed in literature:

e ceteris paribus preferences: (Hansson 1996)
any fish-based meal is preferred to any meat-based meal
if the two meals are exactly the same elsewhere (for ex-
ample wine and dessert).

e strong preferences: (Boutilier 1994)
any fish-based meal is preferred to any meat-based meal.

e optimistic preferences: (Benferhat, Dubois, and Prade
1992; Boutilier 1994; Pearl 1990)
at least one fish-based meal is preferred to all meat-based
meals.

e pessimistic preferences: (Benferhat et al. 2002)
at least one meat-based meal is less preferred to all fish-
based meals.

We define preference of the formula p over the formula ¢ as
preference of p/A—q over ~pAgq. This is standard and known
as von Wright’s expansion principle (von Wright 1963). Ad-
ditional clauses may be added for the cases in which sets of
outcomes are nonempty, to prevent the satisfiability of pref-
erences like p > T and p > L. We do not consider this
borderline condition to keep the formal machinery as sim-
ple as possible. We denote the preference of p over ¢ fol-
lowing strong semantics (resp. ceteris paribus, optimistic,
peSSimiStiC) by P >stq (reSP- b >cp q,p >opt q,p >pes C])

Definition 2 Let p and q be two propositional formulas and
> be a preorder on ().

o ~ satisfies p >sq denoted = p>gq iff
Yt =pA—g V' = -pAqgwehavet >t
o — satisfies p > q denoted = p>cpq iff

Vi E pA—g V' |E —p A qwe have t = t', where t
and t' have the same assignment on variables that do not
appear in p and q.



o = satisfies p >op q, denoted == p > q Uff
Gt EDPA-—q V' |E-pAqgwehavet -t
o = satisfies p >pes g, denoted == p >pesq I

' = -pAg VtEpA-qgwehavet -t
A preference set is a set of preferences of the same type.

Definition 3 (Preference set) A preference set of type >,
denoted Py, is a set of preferences of the form {p; > ¢;|i =
1,---,n}, where > € { >, >cp, Sopt» Zpes } A
complete preorder >~ is a model of Py if and only if > sat-
isfies each preference p; > q; in Px.

A set Py is consistent if it has a model.

From comparative preference statements to
preorders on outcomes

Generally we have to deal with several comparative prefer-
ence statements expressed by a user. Once the semantics
is fixed, the problem to tackle is how to deal with such
statements? Several types of queries can be asked about
preferences: what are the preferred outcomes? Is one
outcome better than the other? In many applications (for
e.g. database queries), users are more concerned with the
preferred outcomes. However preferred outcomes are not
always feasible. For example the best menus w.r.t. a user’s
preferences may be no longer available so we have to look
for menus that are immediately less preferred w.r.t. user’s
preferences. In such a case a complete preorders on menus
is needed to answer user’s preferences. Indeed we restrict
ourselves to semantic models that derive complete preorders
on outcomes. In the following, we recall algorithms which
derive a unique complete preorder given a set of preferences
of the same type w.r.t. specificity principle (Yager 1983).

Let Po. = {s; : p; > ¢li = 1,---,n} be a prefer-
enceset with > € { >, >cp, Sopt s >pes |- Given Py,
we define a set of pairs on {2 as follows:

L(Po) = {Ci = (L(s:), R(s:)li = 1, ,n},

where L(s;)) = {t|t € Qt E pi A —¢} and
R(s;) = {t|t € Q,t = —pi A qi}.

Example 1 Ler dish, wine and dessert be three variables
such that Dom(dish) = {fish,meat}, Dom(wine) =
{white,red} and Dom(dessert) = {cake,ice_cream}.
We have ) = {tg = fish — white — ice_cream,

t, = fish —white — cake, to = fish —red —ice_cream,
t3 = fish—red—cake,ty = meat —white —ice_cream,
ts = meat —white — cake, tg = meat —red—ice_cream,
t7 = meat — red — cake}.

Let Ps = {s1 : fish > meat, s3 : red A cake > white N
ice_cream, ss : fish A\ white > fish A red}. We have
L(P) ={C1 = ({to, t1, t2, t3}, {ta, t5, 16, t7}),

Ca = ({ta, tr}, {to, ta}), Cs = ({to, t1 }, {t2,ta}) }-

Optimistic preferences

Several complete preorders may satisfy a set of optimistic
preferences. It is however possible to characterize a unique
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preorder among them under certain assumption. The seman-
tics of optimistic preferences is close to the one of condi-
tionals. Indeed system Z (Pearl 1990) has been used (Ben-
ferhat, Dubois, and Prade 1992; Boutilier 1994). It rank-
orders outcomes under the assumption that outcomes are
preferred unless the contrary is stated. Indeed outcomes are
put in the highest possible rank in the preorder while be-
ing consistent with preferences at hand. This principle en-
sures that the complete preorder is unique and the most com-
pact one among preorders satisfying the set of preferences?.
Algorithm 1 gives the way this preorder is computed. At
each step of the algorithm, we put in E; outcomes that are
not dominated by any other outcomes. These outcomes are
those which do not appear in the right-hand side of any pair
(L(s:), R(s:) of L(P >, ).

Algorithm 1: A complete preorder associated with P > .

Data: A preference set P >opt -
Result: A complete preorder > on €2.

begin
=0
while 2 # 0 do
l=1+1
E = {t|t € Q,A(L(s:), R(si)) € L(P Sopt )it €
R(si)}
if £, = () then
| stop (inconsistent preferences), | =1 — 1
-Q=0\F
/** remove satisfied preferences **/
| -remove (L(s;), R(s;)) where L(s;) N Ey # ()
return == (Eq, -, E).
end

Example 2 (Example 1 con’d) We have By, = {t;}. We
remove Cy and Cs since sy = fish >, meat and
s3 : fish A white >qpe fish A red are satisfied. We
get L(P > opt ) = {Ca = ({t3,tr},{to,ta})}. Now
Ey = A{ta,t3,ts,te,t7}. We remove Co since s
red N\ cake >,p white A ice_cream is satisfied. So
LP>,,) = 0. Lastly, E3 = {to,tsa}. Indeed ==
({t1}, {ta,t3, 5,6, 7}, {to, ta}). We can check that each
outcome has been put in the highest possible rank in .
Therefore, if we push an outcome to a higher rank then
the preorder does not satisfy the preference set. For exam-
ple, ='= ({t1,t5}, {ta,t3,t6,t7}, {t0, ta}) does not satisfy
s1 = fish >, meat.

Pessimistic preferences

The converse reasoning is drawn when dealing with pes-
simistic preferences (Benferhat et al. 2002). The basic prin-
ciple is that outcomes are not preferred unless the contrary is
stated. Indeed outcomes are put in the lowest possible rank
in the preorder while being consistent with preferences at

Technically speaking, this preorder can be obtained by max-
based aggregation operator of all preorders satisfying the set of
preferences



hand. This principle also ensures that the complete preorder
is unique and the most compact one among preorders satis-
fying the set of preferences’. Algorithm 2 gives the way this
preorder is computed.

Algorithm 2: A complete preorder associated with P >pes -

Data: A preference set P > . .
Result: A complete preorder = on (2.

begin

=0

while Q # () do
l=1+1
E = {t|t € Q,H(L(s:), R(s:)) € L(P >, )st €
L(si)}
if E; = () then

| stop (inconsistent preferences), l =1 — 1
-Q=0Q\E
/** remove satisfied preferences **/
| -remove (L(s;), R(si)) where R(s;) N Ey # )
return == (B, -+ ,E]) st 0<h <L E, = Ej_pt1

end

Example 3 (Example I con’d) We have E1 = {t4,ts5,t6}.
We remove C and C5 since sy : fish >pes meat and s :
redAcake >p,cs whiteNice_cream are satisfied. We repeat
the same reasoning and get Ey = {to,t3,t7} and E3 =
{t07 tl} So i: ({t07 t1}7 {t2) t37 t7}) {t4a t5a tﬁ}) We can
check that each outcome has been put in the lowest possible
rank in the preorder.

Strong preferences

Strong preferences induce a unique partial order on out-
comes. We can use both construction principles used in op-
timistic and pessimistic preferences to linearize the partial
order and compute a unique complete preorder. Algorithms
1 and 2 can be adapted to deal with strong preferences. Due
to the lack of space, we only give the algorithm adapting
Algorithm 1.

Example 4 (Example 1 con’d) There is no complete pre-
order which satisfies P >, soP >, is inconsistent. This
is due to s1 and so. Following s1, tg is preferred to t7 while
t7 is preferred to tg following ss.

Example 5 (Consistent strong preferences) Let
P>, = {fish A white >y fish A red,red A
cake >g red N ice_cream,meat N red >g meat A
white}. Then following Algorithm 3, we have
== ({to, t1, t7}a {t3}7 {t27 tG}a {t4a tS}) Now followzng
the adaptation of Algorithm 2 to deal with strong prefer-
ences, we have == ({to,t1}, {ts,tr}, {te}, {t2, ta, t5}).

Ceteris paribus preferences

These preferences are similar to strong preferences. They
also induce a unique partial order on outcomes. We can also

3Technically speaking, this preorder can be obtained by min-
based aggregation operator of all preorders satisfying the set of
preferences.
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Algorithm 3: A complete preorder associated with P . , .

Data: A preference set P >, .
Result: A complete preorder >~ on 2.
begin
[0
while Q2 # () do
l=1+1
E = {t|t € QA(L(si),R(s:)) € L(P>,, ),t €
R(si)}
if £, = () then
| stop (inconsistent preferences), | =1 — 1
-Q=0\F
- replace (L(s;), R(s;)) by (L(s:)\E1, R(s:))
/** remove satisfied preferences **/
| -remove (L(s;), R(s;)) where L(s;) = 0

return == (Eq,--- , Ey).

end

use both construction principles used in optimistic and pes-
simistic semantics to compute a unique complete preorder.

Example 6 (Example 1 con’d)  Following the
gravitation  towards the ideal we have ==
({t1}, {ts. ts}, {to. tr}, {t2, ta}, {te}) while Jol-

lowing the gravitation towards the worst we have

== ({tl}v {t3}> {t0}7 {t27 t7}7 {t47 ts, t6})-
Experimental Study

Our main objective is to evaluate the psychological plausi-
bility of strong, optimistic, pessimistic and ceteris paribus
semantics. In order to reach this objective, we have con-
ducted a psychological experiment devoted to collect sets of
comparative preferences formulated by participants to this
experiment, and the associated models (a (pre)order on the
set of outcomes). The adopted methodology and main re-
sults are presented in the next subsections.

Method

Participants Thirty first-year psychology students at the
University of Toulouse-Le Mirail, all native French speak-
ers, contributed to this study. None of them had previously
received any formal logical training or any course on pref-
erences. Note that our objective is not to study participant’s
real preferred menus. Such an objective would necessitate a
much more large number of participants. Rather, our objec-
tive is to compare statistically the fit of the semantics under
study with human preference’s judgments. For such an ob-
jective, our sample size is sufficient according to scientific
standards.

Material and procedure Comparative preference judg-
ments were collected via a booklet where subjects were
asked to suppose that they are at the restaurant and they must
compose their menu. In the first page of the booklet, they
were asked to compare and to rank-order the following ob-
jects (unranked objects where skipped from analyses):

to: fish-white-ice_cream, t;: fish-white-cake

to: fish-red-ice_cream, t3: fish-red-cake
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fish —red — ice_cream, fish — red — cake).

Table 1: Pairs of menus participants have to compare.

t4: meat-white-ice_cream, t5: meat-white-cake

te: meat-red-ice_cream, t7: meat-red-cake.

Next, they were asked to compare the 31 pairs of menus
given in Table 1. An object 0; can be preferred to an object
09 or 0o preferred to o1, or be both equally preferred, or be
incomparable. Answers of the kinds ’equally preferred” or
“incomparable” have been discarded from analysis.

Rationale Given participant’s comparative preference
judgments, for each participant, we computed the set of
compact preferences (see Table 2) consistent with partici-
pant’s preferences. For a given participant, a comparative
preference is retained as compact if it is consistent with all
her/his preferred menus (see Table 1).

Next, given these compact preferences and the algorithms
provided in the paper, for each participant, four preorders
have been inferred according to the principles underling the
inferential machinery of the four studied semantics. For
evaluating the psychological relevance of these semantics,
the key comparison is between participant’s (pre)order on
the 8 menus {to, - - - , t7} and (pre)orders computed accord-
ing to the four semantics given participant’s compact pref-
erences. Two cues have been used for ordering semantics

meat — white — ice_cream, fish — white — ice_cream), white N ice_cream . white N\ cake
meat — white — ice_cream, fish — white — cake), red A meat V8. red \ fish
meat — white — ice_cream, fish — red — ice_cream), red A ice_cream R red N cake
meat — white — ice_cream, fish — red — cake), meat N ice_cream V8. meat N cake
meat — white — cake, meat — red — ice_cream), fish Nice_cream V8. fish A cake
m

m

m
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Table 2: Set of a priori possible compact preferences.

according to their psychological relevance: The percentages
of cases where the semantics provide an inconsistent set of
models; and the distance and mean distance between ranks
allowed by participants and semantics to the 8 menus.

e Percentages of inconsistency: For each semantics, we
computed the percentages of cases where it produces
an inconsistent set of models given inferred participant’s
compact preferences. A semantics better fits psychologi-
cal data if it allows producing a consistent set of models
from participant’s compact preferences.

e Mean Distances: Two distances based on participants and
semantics orders have been computed. In both cases, dis-
tances are computed from the ranks attributed to each of
the 8 menus by participants and semantics. Several menus
can have the same rank. Suppose participant 1 prefers the
menu “meat, red wine, ice cream”, if this menu is also the
preferred one for a given semantics, then the distance is
zero. If only one menu is more preferred, then the rank
is 1, and so on. A semantics better fits psychological data
if the rank it attributes is closer to the menu preferred by
participants. A semantics better fits psychological data if
the mean distance between participants’s preferred mod-
els and the rank attributed by the semantics is smaller. The
same calculus can be made for each menu involved in par-
ticipant’s ranking (which doesn’t necessarily involve the
8 proposed menus). So, for each participant, it is possible
to compute the mean of the distance between each menu
and ranks predicted by semantics. Next, the mean of these
means is computed. As before, a small mean means a bet-
ter fit.

In order to conclude at the inferential level, cognitive psy-
chology, exactly as other experimental sciences, makes use
of statistical tools for hypothesis testing. The student’s t-
test allows testing the null hypothesis that two means are not
different. The probability p provided by the test express the
risk (called alpha) that we reject by error the null hypothe-
sis. In social and human sciences, it is usual to consider that
this risk is acceptable at the level .05, that is, if p is greater
than .05, we cannot reject the null hypothesis without a sig-
nificant risk. Under .05, we reject the null hypothesis, and
so accept the hypothesis of the difference between the two
means. In our analyses, when a difference between means
is significant (p =< .05), it is interpreted as: the seman-



cp str. | pess. | opt.
9% 1nconsistency 36.6 | 10 0 0
Mean distances 1.5 .83 .62 .55
to participants (.81) | (.93) | (.71) | (.65)
peferred outcomes n= |n= |n= |n=
(standard deviation) 26 29 30 30
Means of the mean 2.44 | 246 | 2.54 | 2.53
distance to participants
outcome levels (.63) | (.65) | (.71) | (.66)
(standard deviation)
n =19

Table 3: Cues for evaluation of the fit of semantics with
participant’s preference judgment. “cp”, “str”, “pess.” and
“opt.” stand respectively for ceteris paribus, strong, pes-
simistic and optimistic.

tics exhibiting the less mean distance significantly fits better
human data than the other semantics.

Results

Participant’s answers allowed to compute a set of compact
preferences containing between 3 and 7 compact preferences
out of 18 a priori ones. Table 3 shows that the ceteris paribus
semantics doesn’t fit participant’s orders in 36% of the cases
and that the strong semantics failed in 10% of the cases,
while optimistic and pessimistic semantics provide always
a consistent set of preferences. This order is confirmed
by comparisons of distances between participants and se-
mantics’ levels for participant preferred outcome. Table 3
also suggests that the optimistic semantics has a better fit
than the pessimistic one (however mean’s comparison by
Student’s t-test is not significant: ¢ = —1.43, df = 29,
p = .16) while the latter has a better fit than the strong
semantics (t = 2.7, df = 28, p = .01) which better fits
participant’s data than ceteris paribus semantics (t = —5.7,
df = 24, p < .001, significant). These results are broadly
confirmed by the comparison of the means of the mean dis-
tance between participants and semantics (pre)orders. In-
deed, statistical comparisons by Student’s t-test show a sig-
nificant difference between strong and pessimistic seman-
tics (t = —2.37, df = 18, p = .036) but not between ce-
teris paribus and strong, and pessimistic and optimistic se-
mantics. This result confirms that two distinct sets of se-
mantics can be distinguished from their psychological rele-
vance: Pessimistic and optimistic semantics on one hand,
and strong and ceteris paribus on the other one. Except
for percentages, more the values are low, better is the fit.
As such, given all the information summarized in table 3, it
appears that optimistic and pessimistic semantics are more
plausible psychologically than strong and ceteris paribus se-
mantics.

Conclusion

We focused on comparative preference statements and dis-
tinguished different non-monotonic semantics that have
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been studied in literature. So far, researchers have argued
for a semantics or another from purely theoretical stand-
point (also philosophical for ceteris paribus semantics) or
for modeling a specific application. In this paper, we ex-
plored another dimension, namely psychological plausibil-
ity, to compare the semantics.

This work gives an indication about human behavior
when interpreting comparative preferences. Our results
suggest that pessimistic and optimistic semantics better fit
human preferences organization and inference than ceteris
paribus and strong semantics. Neverthless, it doesn’t mean
that every human in every situation would ”prefer” accord-
ing to the principles underling these semantics. Rather,
it suggests that in familiar domains, a population known
as representative of global occidental people, “prefer” in a
manner more closed to pessimistic and optimistic semantics.
Psychological plausibility is not of course the sole criterion
for evaluating formal models in Al but it is a criterion, ev-
ery time a formal model could have incidences in human
adaptation, including cognitive comfort and efficiency.

This first attempt opens the door to more ambitious and
deeper comparison of preference representations. In a fu-
ture work we intend to perform a comparison of the main
different compact representations of preferences such as CP-
nets (Boutilier et al. 2004), QCL (Brewka, Benferhat, and
Le Berre 2004), etc.
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Abstract

This paper proposes a framework for analysing cryptographic
protocols by expressing message passing and possible attacks
as a situation calculus theory. While cryptographic protocols
are usually quite short, they are nonetheless notoriously diffi-
cult to analyse, and are subject to subtle and nonintuitive at-
tacks. Our thesis is that in previous approaches for expressing
protocols, underlying domain assumptions and capabilities of
agents are left implicit. We propose a declarative specifica-
tion of such assumptions and capabilities in the situation cal-
culus. A protocol is then compiled into a sequence of actions
to be executed by the principals. A successful attack is an ex-
ecutable plan by an intruder that compromises the stated goal
of the plan. We argue that not only is a full declarative speci-
fication necessary, it is also much more flexible than previous
approaches, permitting among other things interleaved runs
of different protocols and participants with varying abilities.

Introduction

A cryptographic protocol is a formalised sequence of mes-
sages between agents, where parts of a message are pro-
tected using cryptographic functions such as encryption.
These protocols are used for many purposes, including the
secure exchange of information, carrying out a transaction,
authenticating an agent, etc. Protocols are typically speci-
fied in the following format:

The Challenge-Response Protocol
1. AHB:{NA}KAB
2. B—A:Ny

In this protocol, the goal is for agent A to determine whether
B is alive on the network. The first step is for A to send B
the message IV 4 encrypted with a shared key K 45. N4 is a
nonce, a random number assumed to be new to the network.
The second step is for B to send A the message N4 unen-
crypted. Since only A and B have K 4p, and K 4p is as-
sumed to be secure, it would seem that N4 could only have
been decrypted by B, and so B must be alive. However, the
protocol is flawed; here is an attack:

An Attack on the Challenge-Response Protocol
1. A_)IB:{NA}KAB
1.1 IBHAZ{NA}KAB
1.2 A—Ig:Ny
2. Ip— A:Ny
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An intruder I intercepts the message in line 1 and, mas-
querading as B, initiates a round of the protocol with A,
thereby obtaining the decrypted nonce.

While this example is simplistic, it illustrates the type of
problems that arise in protocol verification. Even though
protocols are usually short, they are notoriously difficult to
prove correct. As a result, many different formal approaches
have been developed for protocol verification. In these ap-
proaches, a protocol is generally specified as above, and then
one tries to develop an attack on the protocol. However, of-
ten these approaches are difficult to apply by anyone other
than the original developers (Brackin, Meadows, & Millen
1999). Part of the problem is that there is no clear agree-
ment on exactly what an attack really is (Aiello & Massacci
2001), which leaves considerable ambiguity about the status
of a protocol when no attack is found. Moreover, as we later
discuss, the language for specifying a protocol is highly am-
biguous, and much information is left implicit. Thus it is no
surprise that protocols are hard to convincingly prove secure.

Our thesis is that all aspects of a protocol need to be
explicitly specified, and moreover that protocol verification
may profitably be viewed as a problem in commonsense rea-
soning and agent communication. The main contribution of
this paper is the introduction of a declarative, commonsense
theory of message passing between agents, suitable for prov-
ing results about protocols, expressed as a situation calculus
theory. The framework makes explicit background assump-
tions, protocol goals, agent’s capabilities, and the message
passing environment. A protocol is translated into a set se-
quence of actions for agents to execute. These actions may
be interleaved with others, and the framework allows simul-
taneous runnings of multiple protocols. The aim of an in-
truder is to construct a plan such that the goal of the protocol,
in a precise sense, is thwarted. A protocol is secure when no
such plan is possible. A valid protocol then is one which is
secure, which may complete, and in which at completion the
goal is provably established. The approach is flexible, and
significantly more general than previous approaches since
we can tailor the agents and the environment to specific ap-
plications. For example, we can model intruders with differ-
ent capabilities and we can model several different protocols
running at the same time. This work is intended as the first
step towards a new automated verification system for proto-
cols based on a language such as ConGolog.



The next section briefly introduces work in cryptographic
protocol verification. The third section motivates our ap-
proach to the problem, while the following section presents
an axiomatisation of an instance of the approach in the sit-
uation calculus. The last section sketches contributions and
future work.

Related Work

The standard intruder model is of a very powerful adversary,
the so-called Dolev-Yao intruder (Dolev & Yao 1983). In-
formally, the intruder can read, block, intercept, or forward
any message sent by an honest agent. Hence, a message re-
cipient is never aware of the identity of the sender, except
possibly via encrypted messages. The first logic-based ap-
proach to protocol verification was the BAN logic of (Bur-
rows, Abadi, & Needham 1990). The logic is rather ad hoc,
as it consists of a set of rules of inference with no formal se-
mantics. However, it has been highly influential because it
illustrates the importance of knowledge in protocol verifica-
tion and also because it illustrates how protocol verification
can be reduced to reasoning in a formal logical system.

One standard formal tool for reasoning about the knowl-
edge of several agents is the multi-agent systems framework
of (Fagin et al. 1995). In protocol verification, the strand
space formalism provides a similar model of message pass-
ing between several agents (Thayer, Herzog, & Guttman
1999). A strand space is a formal representation of all pos-
sible traces corresponding to runs of a specified protocol; it
enables a protocol analyzer to show that an intruder cannot
compromise a secure protocol. It has been proven that strand
spaces are actually less expressive than multi-agent systems
(Halpern & Pucella 2003). One notable weakness is that the
framework does not provide a suitable model of knowledge.

Formal tools developed for knowledge representation and
reasoning have also been used for protocol verification. One
such tool is logic programming under the stable model se-
mantics (Gelfond & Lifschitz 1991). Cryptographic proto-
cols have been encoded as logic programs where the stable
models correspond to attacks that an intruder can perform
(Aiello & Massacci 2001). There are at least two issues
with the encodings. First, the logic program must be hand-
crafted for each protocol to be analyzed. Second, the attack
must be specified in advance; new attacks are not detected
automatically. (Wang & Zhang 2008) proposes a very sim-
ilar approach. Neither approach is elaboration tolerant, and
neither intensional.

In related work, protocols have been represented in a
multi-set rewriting formalism, and then translated into the
same logic programming paradigm used in the previous two
approaches (Armando, Compagna, & Lierler 2004). Instead
of a model checker, this translation is solved with an answer
set solver, acting as an alternative back-end to the protocol
verification tool AVISPA!. To date, this translation approach
has not proven to be practical.

Hernandez and Pinto propose an approach that is simi-
lar to ours; in particular they also use the situation calculus
(Hernandez-Orallo & Pinto 1997). However, they focus on

1http: //avispa-project.org/
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producing proofs of correctness based on the actions of hon-
est agents. In contrast, we explicitly model the actions of
an intruder, and we view protocol verification as communi-
cating while guarding against attack. Our treatment of the
communication channel is also different: while Herndndez
and Pinto define an unreliable broadcast channel, we define
a direct channel that allows the intruder the first opportunity
to receive a message. As such, our approach is best under-
stood as addressing a somewhat different problem than the
Hernandez-Pinto approach.

There has of course been extensive work in reasoning
about action. Due to space limitations, we assume a famil-
iarity with the situation calculus (Levesque, Pirri, & Reiter
1998), and we assume Reiter’s solution to the frame prob-
lemn without further comment. We note that other action
formalisms would have worked equally well in formalising
the approach.

Motivation

Consider the Challenge-Response protocol and the attack
described previously. Several things may be noted about the
protocol specification. First, while the intent of the proto-
col and the attack are intuitively clear, the meaning of the
exchanges in the protocol are ambiguous. Consider the first
line of the protocol: it cannot mean that A sends a message
to B, since this may not be the case, as the attack illustrates.
Nor can it mean that A infends to send a message to B, be-
cause in the attack it certainly isn’t A’s intention to send the
message to the intruder! Moreover, there is more than one
action taking place in the first line, since A sends a message
and B is involved in the (potential) receipt of a message.
Hence, the specification language is inexpressive; notions of
agent communication should be made explicit.

As well, the specification leaves important aspects of the
problem unstated. For instance, it is not stated that the goal
of the protocol is to convince A that B is alive. Nor is it
stated how this goal is to be accomplished, in this case in-
directly via the encryption and sending of messages. Meta-
level reasoning is required to determine if a protocol is se-
cure, or if an attack on the protocol is possible. So notions
of protocol goal and attack should also be made explicit.

The protocol specification also does not state the fact that
N, is a freshly generated nonce, nor the fact that the key
K ap is only known to A and B. Moreover, the capabili-
ties of agents are not specified. For example, the intruder is
assumed to be able to intercept and redirect messages; how-
ever it can decrypt a message only if has the appropriate key.

Last, there is no recognition that a protocol execution will
take place in a broader context that includes other agent ac-
tions and other protocol executions. Nor does it take into
account the interleaving of actions with the execution of a
given instance of a protocol. For example, it is quite pos-
sible that a protocol could fail via what might be called a
“stupidity attack”. Consider the following exchange:

Another Attack on the Challenge-Response Protocol
1. A‘)IB5{NA}KAB
11 A—Ig:Ny
2. Ig — A: Ny



In this case A sends the unencrypted nonce to the intruder.
This of course is outlandish, but it nonetheless represents a
logically possible compromise of the protocol (and in fact
any other “secure” protocol). The point is that, much like
the qualification problem in planning, there is an assump-
tion that “nothing untoward happens” in a protocol execu-
tion. However, it may well be that there are “untoward hap-
penings” much more subtle than the stupidity attack; con-
sequently, it is desirable to have a framework for specifying
protocols that is general enough to take such possibilities
into account.

We argue that in order to provide a robust demonstra-
tion of the security and correctness of a protocol, all of the
above points need to be addressed. We suggest that an ex-
plicit, logical formalisation in the situation calculus provides
a suitable framework. Broadly speaking, our primary aim is
to clearly formalize exactly what is going on in a crypto-
graphic protocol in a declarative action formalism; such a
formalization will provide a more flexible model of agent
communication.

Approach

We present an outline of a formalization for cryptographic
protocols, using the Challenge-Response protocol as an ex-
ample. While we don’t completely cover all points raised
in the previous section, given space constraints, it should be
clear that any omissions are easily addressable.

Vocabulary

We formalize message passing systems in the situation cal-
culus. For our purposes, there are four main sorts of objects
(beyond actions and situations): agents, keys, messages and
nonces. In this section, we briefly describe each sort.

Agents: The term agent refers to both honest agents and to
the malicious intruder. We reserve the term principal to refer
to an honest agent. Variables a, a1, ...range over agents.
The constant intr denotes the intruder. Unary predicates
Agent and Intruder have their obvious meanings.

Fluent Alive(a, s) indicates that « is alive in situation s.
It is a precondition for executing any action; for brevity how-
ever we omit it in action preconditions. Has(a, x, s) means
that ¢ has access to x in situation s, where the variable x
ranges over messages, keys and nonces. This can be seen
as a kind of knowledge, but we use the epistemically neutral
term Has and interpret the meaning in terms of “access” to
information. We use Bel(a, f, s) to indicate that a believes
that the fluent f is true in situation s. The semantics of Bel
can be defined using the treatment of belief in (Scherl &
Levesque 2003) (where they use Knows for Bel).

Messages: Communication in our framework involves the
exchange of messages. Variables m, m, ...range over mes-
sages. Unary predicate M sg is true of messages. Messages
are considered to be atemporal, and so are not indexed by
a situation. Messages are composed of a finite sequence
of parts, which may be nonces, agent names, or keys; each
part may be encrypted. We assume an appropriate situation

43

calculus axiomatization of lists, including the constructor
list(pi,...,pn) and selectors first(m), second(m), etc.
A useful state constraint? is that if an agent Has a message,
then it has the message parts, for example:

Has(a,m,s) AN Msg(m) D Has(a, first(m),s).

Keys: Variables k, ki, ...range over keys. Predicate
Key(k) indicates that k is a key, while SymKey(k) and
AsymKey(k1, ka) have their expected meaning for sym-
metric and asymmetric keys respectively. ShKey(a1, az, k)
indicates that k is a shared (symmetric) key for agents a1, as.
PubKey(a, k) and PrivKey(a, k) give public and private
keys, respectively, of an agent.

Three functions are associated with keys: The value of
encKey(x) is the key which has been used to encrypt z. The
value of enc(z, k) is the result of encrypting = with k; and
dec(z, k) returns the corresponding decrypted message. The
following state constraint relates enc and encKey; others
(omitted here) relate public and private keys, etc.:

my = enc(ma, k) D k= encKey(m).

Nonces: Variables n, nq, ...range over nonces. The most
important feature of nonces is that they must be freshly
generated during the current protocol run. The fluent
IsFresh(n, s) is intended to be true if and only if the nonce
n has been generated “recently” with respect to the situa-
tion s. To this end, the functional fluent fresh(s) is used to
model the generation of new nonces during a protocol run
using the axiom fresh(s) = fresh(s') Ds=1¢".

Actions: There are two classes of action terms. The class
of basic actions is comprised of actions for encryption and
decryption, sending and receiving messages, and compos-
ing messages. These actions are described next. Protocol-
specific actions are described later, in the section on repre-
senting a protocol in an action theory.

To ease readability we omit sort predicates. The variable
conventions given above implicitly specify the sort of each
variable. As usual, free variables are implicitly universally
quantified.

1. encrypt(a,x, k) — Agent a encrypts nonce or message x
using key k.
Precondition:
Poss(encrypt(a,z,k),s) = (Has(a,x,s) A
(Has(a, k,s) V Ja’ PublicKey(d', k)))
Effect:
Has(a, enc(z, k), do(encrypt(a, x, k), s))

2. decrypt(a,x, k) — Agent a decrypts x using key k.

Precondition:

Poss(decrypt(a, x,k),s) = (Has(a,z,s) A
Has(a,k,s) N [(SymKey(k) A k = encKey(z))V
(AsymKey(k, k') Nk = encKey(x))])

“State constraints can be problematic, and are not part of a ba-

sic action theory (Reiter 2001). Nonetheless they are useful in a
representational context, in initially specifying a theory.



Effect:
Has(a,dec(z, k), do(decrypt(a, z, k), s))
3. send(ay,az, m)— Agent a; sends m intended for as. The
intruder can masquerade as the sender. Fluent Sent indi-

cates that a message is in some fashion “posted”, that is
can be received by an agent.

Precondition:
Poss(send(ay,az,m),s) =
((Has(ay,m,s) Nay # az) V Has(intr,m,s))
Effect:
Sent(ay, az, m,do(send(ay, az, m), s))
4. receive(ay,az, m) — a; receives message m from as.

The intruder can intercept messages. —.Sent indicates that
the message is no longer available to be received.

Precondition:

Poss(receive(ay,az, m),s) = (Sent(az,a;,m,s)V
(a1 =intr A Jd’ Sent(ag,a’,m,s)))

Effect:

Has(ay, m,do(receive(ar, az,m),s)) A
—Sent(as, a1, m,do(receive(ay, az, m), s)) A
Recd(ay, as, m,do(receive(ay, az, m), s))

5. compose(a, m, ) — Agent a composes message m hav-

ing body x.

Precondition:

Poss(compose(a,m,list(z1,...2,)),8) =
(Has(a,z1,8) N ... Has(a, zp, s))

Effect:

Has(a, m,do(compose(a, m,list(x1,...2,)),s)) A
Msg(m) A first(m) = x1 A second(m) = zo A ...
Since messages in a protocol always have fixed length,
an alternative is to have compose take message parts as

arguments. Thus there would be a set of compose actions,
one for each possible message length.

State Constraints

Some state constraints have already been mentioned. For
proving properties about protocols, some epistemic con-
straints are useful, for example, an agent knows what ac-
tions it carried out. In the Challenge-Response protocol we
use the following:

Sent(ay,as,m,s) D Bel(ay, Sent(ay,az, m), s)
Recd(ay,az,m,s) D Bel(ay, Recd(ay, az, m), s)
We can then state that if an agent a; sends a fresh nonce en-

crypted in the key it shares with a9, and gets the unencrypted
nonce back, then a; believes that as is alive:

(Bel(ay, Sent(ay,as,en),s) A en=enc(n,k) A
Fresh(n) A ShKey(ay,as, k) A
Bel(a1, Recd(ar,x,n),s)) D Bel(ay, Alive(as), s)
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Initial Situation

The initial situation contains information about the number
of agents, their keys, etc. Since the details are straightfor-
ward, we just outline what is required. For example, using
the Agent predicate, a finite set of principals is specified,
along with the intruder, intr. For each agent, we specify a
combination of private, public, and shared keys. Typically,
this is all we need to specify in the initial situation.

Adding Control Constraints

Parallelism is simulated by allowing concurrent interleav-
ing of actions. We model a Dolev-Yao intruder through the
following scheme, which allows the intruder to perform an
arbitrary number of actions before an honest agent can act:

loop {
Intruder executes some actions;
A principal executes one action

}

This can be implemented in our action theory as follows;
assume that fluent Ok P isn’t used in the theory. Informally
OFK P states that it is ok for a principal to execute an action.
Basic actions are modified as follows:

e For a principal: Each precondition Poss(a,s) = ¢
is modified to Poss(a,s) = (¢ A OkP(s)). Each ef-
fect axiom 1 (do(a, s)) is replaced by v (do(a,s)) A
—0OkP(do(a, s)).

e Only the intruder can make OKkP(s) true. A
new action onOkP is introduced with precondition
Poss(onOkP(a),s) = (a = intr) and effect
OkP(do(onOkP, s)).

An advantages of this framework is that other models of
concurrency can be easily expressed. For example, it is
straightforward to specify that the intruder may carry out
one action, followed by some agent carrying out an action.
In this case, the intruder is limited in that it may not be able
to compromise all protocol runs. On the other hand, there
are some principal actions that an intruder cannot compro-
mise, such as encryptions and decryptions. So from an effi-
ciency standpoint it would make sense to allow an agent to
execute a full sequence of such “uncompromisable” actions.
To this end, a full implementation could make use of higher-
level imperative constructs, such as a sequence of actions as
given in Golog’s Do (Levesque et al. 1997).

Representing a Protocol in an Action Theory

The goal of the preceding framework is to completely and
explicitly specify a theory of agent communication involv-
ing encryption, freshly generated nonces, and a hostile in-
truder. In this setting, a protocol is regarded as a high-level
description of prescribed agent actions, designed to achieve
some goal in a dynamic, unpredictable, hostile environment.
Hence there are two things that remain to be specified:

1. how the protocol corresponds to sets of agent actions, and

2. the goal of the protocol.



Compiling a Protocol into an Action Theory Our goal is
to express a protocol such as the Challenge-Response proto-
col in terms of our action theory. Our ultimate goal is to
automate this process, so that any protocol can be translated
and integrated with our situation calculus theory. Hence the
ultimate goal is to provide a compiler for protocols into ac-
tion theories. At present we hand code a translation, giving
the Challenge-Response protocol as an example below. We
suggest via this example that a specification of a translator
presents no great technical difficulty.

There are two general methodologies for translating a pro-
tocol specification into our action theory, corresponding to
two levels of granularity:

1. Compile lines of a protocol into new, protocol-specific ac-
tions.

2. Compile each line of a protocol into two sequences of
previously-defined, basic actions. The first sequence cap-
tures the implicit composition and sending of a message;
while the second captures the implicit receipt and decrypt-
ing of a message.

We are currently implementing the first approach. Each line
of a protocol is implicitly made up of two parts, the first in-
volving the composition and sending of a message, and the
second involving the receiving and decrypting of the mes-
sage. Thus in the first line of the Challenge-Response pro-
tocol, the intent is that A compose a message and send it,
followed by B receiving it and decrypting it. However, note
that for every pair of successive lines in a protocol, the im-
plicit receive of one line can be combined with the send
of the next. Thus in the Challenge-Response protocol, B’s
receiving of a message from A can be combined with a send-
ing of an unencrypted nonce back to A. Hence a n-line pro-
tocol can compile into n + 1 protocol-specific actions — one
for the first line of the protocol, one for the last line, and
one for each of the n — 1 successive pair of lines. Thus the
Challenge-Response protocol would compile into three new
protocol-specific actions:

CR.1.send: Agent a; composes a message with a fresh
nonce, encrypted in the key shared with a9, and sends it
to as.

CR.1.rec.2.send:® ay receives the message, decrypts it,
and sends a message with the nonce to a;.

CR.2.rec: a; receives the unencrypted nonce from as.

We introduce the following constants and fluents: (pid)
is an identifier inserted by the compiler giving the protocol
type and instance of the run. (We also use pid without angle
brackets as a variable.) Predicate T'ype extracts the protocol
type from its argument; here Type(pid) = “CR”. Fluent
Expect expresses control knowledge, that after initiating a
run of the protocol, a1 expects at some point to receive a
message from ao comprising the second step in this instance
of the protocol. In this way, multiple instances of multiple

3The naming here is awkward, but is intended to be mnemonic
for the protocol name (C'R), along with the receive part of one line
(1.rec) and the send part of the next (2.send).
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protocols may be concurrently executed. Fluent Completed
indicates that the protocol has completed successfully.
We have the following action preconditions and effects:

CR.1.send:
Precondition:
Poss(CR.1.send(ay,az,m,k,n),s) =
ShKey(a,az,k) N n= fresh(s) A
m = list((pid), enc(n, k))
Effect: Let s’ = do(CR.1.send(ay,as, m, k,n), s).
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CR.1.rec.2.send:
Precondition:

Poss(CR.1.rec.2.send(az, a1, m,m’),s)
Sent(ai,az,m,s) N Type(first(m))
Has(ag, encKey(m),s) A
m’ = list(first(m), dec(second(m), encKey(m)))

The precondition is cumbersome, reflecting the fact that

several actions (including a receive and send) are combined
into one protocol-specific action.
Effect: Let s’ = do(CR.1.rec.2.send(az, a1, m,m’), s).

Recd(ag,a1,m,s") A Has(az,m,s’) A
Has(as, first(m),s’) A Has(ag, second(m),s’) A
Has(as, dec(second(m), encKey(m)),s’) A
—Sent(ai, az,m,s’) A Sent(az,a1,m’,s")

The effect is likewise cumbersome: ao has the message

and all its parts; the original message is marked as unavail-
able; and a new message is sent to a;.

CR.2.rec:
Precondition:
Poss(CR.2.rec(ay, az,m),s) =
Sent(az,a1,m,s) A Type(first(m)) =“CR” A
Expect(ay, az, first(m),2, s)
Effect: Let s’ = do(CR.2.rec(ay, a2, m), s).
Recd(ay,az2,m,s") A Has(ai,m,s’) A
Has(ay, first(m),s’) A Has(ay, second(m),s’) A
—Sent(az, a1, m,s’ ) NCompleted(ay, az, first(m),s’)

“CR” N

Expressing the Goal of a Protocol The goal of a protocol
will often have epistemic components. For the Challenge-
Response protocol, the overall goal is that if a protocol run
successfully completes, then the initiating agent will be-
lieve that the responding agent is alive; and moreover, it is
not possible that the initiating agent believe that the second
agent is alive when in fact it is not. (That is, the initiating
agent’s belief is indeed knowledge.)

(Completed(ay, az,x,s) N Type(z) =“CR”) D

(Bel(ay, Alive(az),s) = Alive(asg, s))
This assumes that principals are alive or dead on the net-
work, independent of the situation. A more nuanced rep-
resentation would take into account the possibility that an
agent may become not Alive.

There are other parts to a successful protocol specification
that need to be specified. First, it must be possible for there
to be a successful run:

Js. Completed(ay, a2, z,s) N Type(z) = “CR”

That is, a protocol that can never complete will vacuously



never be compromised, but is of no use. Second, it would be
desirable to prove that if the intruder carries out no actions,
then the protocol is guaranteed to succeed.

The Attack on the CR Protocol
We now illustrate the approach by describing the attack on
the Challenge-Response protocol:*
1. Agent a; initiates a round of the protocol with action:
CR.1.send(a1,az, (“CR”,enc(n, k)), k,n)
One effect is Sent(ay,az, (“CR”, enc(n, k)))
2. The intruder intercepts the sent message:
receive(intr, as, (“CR”, enc(n, k)))
3. The intruder sends a message to a;, masquerading as as:
send(ag, a1, (“CR”,enc(n, k)))

4. The message is received by a; who understands it as an
initiation of a new round of the CR protocol by as, and so
responds with:

CR.1l.rec.2.send(ay,az, (“CR”, enc(n, k)), (“CR”,n))

This action has an effect Sent(ay, as, (“CR” n)).

5. The intruder intercepts this message:
receive(intr,ay, (“CR”,n)).
This has effects Has(intr, (“CR”,n)), Has(intr,n).

6. The intruder sends the nonce to a;, masquerading as as:
send(ag, a1, (“CR”,n))

7. The message is received by aq:
CR.2.rec(ay,az, (“CR”,n))

a1 understands it as the completion of the original proto-
col; thus a; believes as alive in the resulting situation.

Discussion

Thus far our focus has been on the development of an appro-
priate situation calculus formalization of cryptographic pro-
tocols. Our formalism is highly elaboration tolerant, in the
sense that it is easy to axiomatize agents and intruders with
different capabilities. For example, if we had information
about the topology of a particular network, it would be easy
to restrict an intruder to only intercept messages between
particular principals. In most existing logical approaches
to protocol verification, it is not straightforward to modify
agent capabilities for a specific application.

In many cases, proofs of protocol correctness rely on the
assumption that honest agents do not perform actions that
compromise secret information; however, it is not always
clear which actions are safe in this sense. In our framework,
we can discover these undesirable actions and we can for-
mally specify axioms that restrict honest agents from per-
forming them. To the best of our knowledge, this problem
has not been addressed in related formalisms.

There are two natural directions for future work on our
framework. First, as noted previously, we would like to be
able to directly compile protocol specifications into situation
calculus theories. At present, we perform this encoding by

*We suppress situation arguments in fluents for readability.
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hand; it would be desirable to automate this process, thereby
facilitating the analysis of a wider range of protocols. The
second direction is to implement a system for automatically
finding attacks based on our situation calculus formalization.
Our intention is to implement the system using ConGolog.
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Abstract

A central problem in the analysis of teams of agents
is to assess when a group of autonomous agents,
who may have private beliefs and goals, know
enough together to be able to achieve a goal, should
they so desire. In this paper, we present a defini-
tion of joint ability in the presence of sensing. We
show through some simple examples involving pri-
vate and public actions that it makes appropriate
predictions with respect to coordination.

1 Introduction

An individual agent can often achieve a goal even if he does
not initially know all the steps to follow, as long as he can
sense along the way enough information to know what to do
next, until the goal is attained. Clearly, one may delegate a
goal only to an agent that is able to achieve it. Moore [1985]
and others [Davis, 1994; Lespérance ef al., 2000] developed
logical accounts of single agent ability in this sense.

Given this, an obvious question is how to extend this no-
tion to feams of agents: when does a group know enough
together, despite any incomplete knowledge or even false be-
liefs that they may have about the world or each other, to be
jointly able to achieve a goal. Crucially, the agents need to
know enough to stay coordinated. Unlike in the single-agent
case, the mere existence of a joint plan mutually believed to
achieve the goal (as in [Wooldridge and Jennings, 1999]) is
not sufficient, since there may be several incompatible work-
ing plans and the agents may not be able to choose a share
that coordinates with those of the others.

The issue of coordination has been thoroughly explored in
game theory [Osborne and Rubinstein, 1999]. However, a
major limitation of the classical game theoretic framework is
that it assumes that there is a complete specification of the
structure of the game including the beliefs of the agents. It
is often also assumed that this structure is common knowl-
edge among the agents. Recent work on the symbolic logic of
games allows more incomplete and qualitative specifications,
and supports symbolic reasoning over very large state spaces.
However, most of this work, such as Coalition Logic [Pauly,
2002] and ATEL [van der Hoek and Wooldridge, 2003],
is propositional, which limits expressiveness. More impor-
tantly, it ignores the issue of coordination within a coalition
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and simply assumes that a team can achieve a goal if there
exists a strategy profile (or joint plan) over the agents that
achieves it. This is only sufficient if we assume that the agents
can communicate arbitrarily to coordinate as needed.

Ghaderi et al. [2007] proposed a logical framework to
model the coordination of teams of agents based on the sit-
uation calculus. Their formalization avoids both of the lim-
itations mentioned above: it supports reasoning on the basis
of very incomplete specifications about the belief states of
the agents, and it does not trivialize the issue of coordina-
tion. The formalization involves iterated elimination of dom-
inated strategies [Osborne and Rubinstein, 1999]. Each agent
eliminates strategies that are not as good as others given her
private beliefs about the world and about what strategies the
other agents would eliminate. This elimination process is re-
peated until it converges to a set of preferred strategies for
each agent. Joint ability is said to hold if all combinations of
preferred strategies succeed in achieving the goal.

However, Ghaderi et al. only considered example domains
involving ordinary “world changing” actions. In this paper,
we extend their account and show that it correctly handles
domains with sensing actions, actions that allow an agent to
obtain information by observing some aspect of the environ-
ment. We use an account of sensing actions and their effects
on knowledge from [Shapiro et al., 1998] and show that the
techniques proposed by Ghaderi et al. to prove joint ability or
the lack of it can be generalized to deal with sensing actions.
This is significant, as it requires dealing with knowledge
change, and strategies that may branch depending on what
is learned by sensing. The space of strategies quickly be-
comes extremely large and it is significant that our symbolic
proof techniques nonetheless allow results to be proven, even
with only incomplete specifications of the agents’ knowledge.
Note that our approach can be also used to handle basic “in-
forming” communication actions where the value of a fluent
is communicated by one agent to another. These actions work
very much like sensing, the difference being that it is the re-
cipient of the communication that gets the new information.

In the next section, we describe a simple setup to test these
ideas involving a safe with two locks. We then present the
formalization of this domain and the definition of joint abil-
ity in the situation calculus. We then show the kind of ability
results we can obtain in this formalization. Finally, we sum-
marize our contributions and discuss future work.



2 Opening A Safe Together

Perhaps the simplest non-trivial example of ability in the sin-
gle agent case was presented by Moore [1985]. He presents
the example of a safe that can be opened by dialing the correct
combination. Imagine that the safe explodes or jams or turns
on a security alarm when any other number is dialed. Sup-
pose there is an agent who does not know the combination of
the safe. Although a plan surely exists to open the safe and
the agent knows this, we would say that the agent is not able
to open the safe. But if the correct combination is written on a
piece of paper that the agent can pick up and read, we would
now say that the agent is able to open the safe. This, in its
most basic form, shows how ability depends on knowledge
which itself depends on the available sensing actions.

To illustrate our formalization of joint ability, we will use
a series of examples based on a two-person safe. The idea,
roughly, is that two combinations are needed to open the safe,
so that P and ) may be able to open the safe together even
though neither one may know enough to do it alone. We also
want to consider variants where, for example, () knows both
combinations allowing him to open the safe alone if P does
not interfere, although P might not see this and ruin the plan.

To focus on the essential details only, we make a few sim-
plifications. First of all, safe combinations will be binary: the
safe has two locks A and B, and each lock has two buttons,
0 and 1. To open the safe, the correct button for lock A must
first be pushed (using action pAO or pAl) — this puts the safe
on standby — and then the correct button for lock B must be
pushed (using action pB0 or pBlI). Any button pushing other
than this sequence sets off an alarm, and the game is lost. In-
stead of having combinations written on a pieces of paper, we
assume that there are two binary sensing actions, sA and sB,
that cause the agent performing them to come to know the
combination of the lock in question. We also assume that the
agents act synchronously and in turn: P acts first and then
they alternate. The goal in all cases will be to open the safe
in exactly 4 steps without activating the alarm. We consider
four variants of this setup with different assumptions.

Example 1: Suppose nothing is specified about the agents
knowledge about the correct combinations of the locks. Ac-
tions are restricted in such a way that P and @) can only
choose among actions {pA0,pAl,sA} and {pBO,pBI,sB},
respectively. The actions are public so each agent gets to see
the actions of the other agent. For this example, we want
to say the agents can jointly open the safe. If the agents
know nothing, the intuitive joint plan would look like this:
P senses the combination of A, () senses the combination of
B, P pushes the correct button for A, and @) pushes the cor-
rect button for B. Note that if agents have extra information,
e.g. P knows in advance the combination of A, other suc-
cessful joint plans will exist, but as we will see, they do not
cause any coordination problem.

Example 2: Suppose everything is exactly as in example 1
except that sA does not provide any information (the sensor is
broken). In this case, we want to say that there is not enough
information to conclude that the agents can open the safe. In
fact, we will show that if P does not know the combination
of lock A, they are provably not jointly able to open the safe.
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Example 3: Suppose everything is as in example 1 except
that the actions are not public, so the agents do not see what
actions the other agent has performed (each just knows that
some action has been performed by the other, so there is no
confusion about whose turn it is). We will show that in this
case seeing the other agent’s actions is not necessary and that
the agents are jointly able to open the safe, again without any
need for extra assumptions about the beliefs of the agents.

Example 4: Suppose everything is as in example 3 except
all actions are available to both agents, i.e., both P and @
can choose among actions {pA0, pAl, sA, pB0,pBl,sB}. We
still assume that actions are private. As in example 2, we will
show that there is not enough information to conclude the
agents can open the safe. However, this is not because there
is no good joint plan, instead the problem is that one agent
might have extra knowledge which enables him to also open
the safe on his own (if the other agent does not interfere) and
since actions are private this can cause lack of coordination.

3 The formal framework

The basis of our framework for joint ability is the situa-
tion calculus [McCarthy and Hayes, 1969; Levesque er al.,
1998]. The situation calculus is a predicate calculus lan-
guage for representing dynamically changing domains. A
situation represents a possible state of the domain. There
is a set of initial situations corresponding to the ways the
domain might be initially. The actual initial state of the
domain is represented by the distinguished initial situation
constant, Sg. The term do(a,s) denotes the unique sit-
uation that results from an agent doing action a in situ-
ation s. We use do({a1,---,a,),s) as a shorthand for
do(ay, do(---,do(al,s)) - --). Initial situations are defined as
those that do not have a predecessor: Inif(s) = —Ja3s’. s =
do(a, s"). In general, the situations can be structured into a
set of trees, where the root of each tree is an initial situation
and the arcs are actions. The formula s C s’ is used to state
that there is a path from situation s to situation s’. Our ac-
count of joint ability will require some second-order features
of the situation calculus, including quantifying over certain
functions from situations to actions, that we call strategies.
Predicates and functions whose values may change from
situation to situation (and whose last argument is a situation)
are called fluents. The effects of actions on fluents are defined
using successor state axioms [Reiter, 2001], which provide a
succinct representation for both effect and frame axioms [Mc-
Carthy and Hayes, 1969]. To axiomatize a dynamic domain
in the situation calculus, we use Reiter’s [2001] action the-
ory, which consists of (1) successor state axioms; (2) initial
state axioms, describing the initial states of the domain in-
cluding the initial beliefs of the agents; (3) precondition ax-
ioms, specifying the conditions under which each action can
be executed; (4) unique names axioms for the actions, and (5)
domain-independent foundational axioms (we adopt the ones
given in [Levesque et al., 1998] which accommodate multiple
initial situations, but we do not describe them further here).
For our examples, we need eight fluents. The fluents cA
and ¢B indicate the combination of locks A and B (i.e. true
corresponds to button 1, and false corresponds to button O as
the correct buttons that need to be pushed). The fluents open,



standby, and alarm indicate whether the safe is open, the safe
is on standby, and the alarm is activated, respectively. The
fluent rime indicates how many actions have been performed.
Finally, the fluent furn is used to indicate whose turn it is to
act, and the fluent B deals with the beliefs of the agents.

Moore [1985] defined a possible-worlds semantics for a
logic of knowledge in the situation calculus by treating situa-
tions as possible worlds. Scherl and Levesque [2003] adapted
this to Reiter’s theory of action and gave a successor state ax-
iom for B that states how actions, including sensing actions,
affect knowledge. Shapiro er al. [1998] adapted this to han-
dle the beliefs of multiple agents, and we adopt their account
here. B(x,s’,s) will be used to denote that in situation s,
agent z thinks that situation s’ might be the actual situation.
Note that the order of the situation arguments is reversed from
the convention in modal logic for accessibility relations. Be-
lief is then defined as an abbreviation:!

Bel(z, ¢p[now],s) = Vs'. B(z,s',s) D ¢[s].
We will also use the following abbreviation:
BW(z, ¢, s) = Bel(x, ¢,s) V Bel(x, ¢, s).
Mutual beliefs among the agents, denoted by MBel, can be
defined either as a fix-point or by introducing a new accessi-

bility relation using a second-order definition.
Our examples use the following successor state axioms:

e The combinations of the locks do not change over time:
cA(do(a, s)) = cA(s), and cB(do(a, s)) = ¢B(s).

o [f the safe is on standby and the alarm is not active, push-
ing the correct button for lock B opens the safe:
open(do(a, s)) = standby(s) N —alarm(s) A

[¢cB(s) Aa =pBIl V —cB(s) A a = pB0]V open(s).

o If the alarm is not active, pushing the correct button for
lock A puts the safe on standby:
standby(do(a, 8)) = —alarm(s) A

[cA(s)Aa = pAl V —cA(s) Na = pAO]V standby(s).

e The alarm is activated by pushing the wrong button,
pushing a button of A if the safe is already on standby,
or pushing any button if the safe is already open:
alarm(do(a, s)) = alarm(s) V

cA(s) Na=pA0 V —cA(s) Na = pAl V

¢B(s) Na =pB0 VvV —cB(s) Na=pBI V
standby(s) A (a = pAO V a = pAl) V

open(s) A [a = pAOVa = pAIVa = pBOVa = pBI].

e Belief changes due to sensing and other actions. We use
the following type of successor state axiom proposed by
Scherl and Levesque in the case where actions are public
(see Section 4.3 for the case where actions are private):
B(z,s',do(a,s)) = 3s". B(x,s"”,s) Ns' =do(a,s”)

A lagent(a) = x D (SF(a,s"”) = SF(a, s))].
SF(a, s) [a=5A D cA(s)] A [a=sB D cB(s)].
Thus when any action occurs, all agents learn that it has
occurred. Moreover, when an agent performs sA or sB,
he alone learns the corresponding lock combination.

'Free variables are assumed to be universally quantified from
outside. If ¢ is a formula with a single free situation variable, ¢[¢]
denotes ¢ with that variable replaced by situation term ¢. Instead of
¢[now] we occasionally omit the situation argument completely.
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e Each action uses one time step:
time(do(a, s)) = time(s) + 1.

e Whose turn it is to act alternates between P and Q:

turn(do(a, s)) = x
turn(s)=Q Dx =P A turn(s) =P Dz =Q.

The examples also include the following initial state axioms:
Init(s) D turn(s) = P. So, agent P gets to act first.

In all initial situations, time starts at O, the alarm is not
active, the safe is not on standby and not open:
Init(s) D

time(s) = 0 A —alarm(s) A —standby(s) N\ —open(s).
Each agent initially knows that it is in an initial situation:
Init(s) A B(z,s',s) D Init(s').
B models knowledge, and hence beliefs must be true:
Init(s) D B(x, s, s).
Each agent initially has introspection of her beliefs:
Init(s)AB(z, s',s) D [Vs". B(x,s",s") = B(x, s", s)].
The last two properties of belief can be shown to hold for all
situations using the successor state axiom for B so that belief
satisfies the modal system K745 [Chellas, 1980]. Since the
axioms above are universally quantified, they are known to
all agents, and in fact are common knowledge. We will let X
denote the action theory containing the successor and initial
state axioms above. All the examples in Section 4 will use
> (with variations in the B or SF axiom) and in some cases
with additional conditions about the beliefs of agents.

3.1 Our definition of joint ability

In this paper, for simplicity, we use [Ghaderi et al., 2007]’s
definition restricted to two agents (for the general definition
see [Ghaderi et al., 2007]). All of the definitions below are
abbreviations for formulas in the language of the situation
calculus presented above. The joint ability of two agents P
and (@ to achieve ¢ is defined as follows:

e P and () can jointly achieve ¢ starting from s iff all com-
binations of their preferred strategies work together:
JCan(¢p, s) = Vo, 04. Pref(P, 0y, ¢,8) A

Pref(Q, 04, ¢, 8) D Works(cy, 04, ¢, 5).

o The pair of strategies o, and o, works if there is a future
situation where ¢ holds and the strategies prescribe the
actions to get there according to whose turn it is:
Works(op, 04, ¢,5) =

Is". sCs" Np[s"|AVs. sC s Ts"D
(turn(s") = P D do(op(s'),s') T s") A
(turn(s’) = Q D do(o4(s"),s") T s”).

o Agent x prefers strategy o, if it is kept for all levels n:

Pref(x,0,,¢9,5) = Vn. Keep(x,n,o,,,s).

e Keep is defined inductively:?

— Atlevel 0, each agent keeps all of her strategies:
Keep(x,0,0,,¢,s) = Strategy(x,o).

*Strictly speaking, the definition we propose here is ill-formed.
We want to use it with the second argument universally quanti-
fied (as in Pref). Keep and GTE actually need to be defined using
second-order logic, from which the definitions here emerge as con-
sequences. We omit the details for space reasons.



— at level n + 1, agent x keeps strategy o, if it was
kept at level n and there was not a better kept o/,
(o, is better than o, if o/, is as good as, i.e. greater
than or equal to, o, while o, is not as good as it):
Keep(a:, n-+ 1a Oz, (z)a S) = Keep(x, n,og, ¢7 S) A
—3Jo’.. Keep(xz,n,ol, d,s) A
GTE(z,n,0l,04,$,8) N\-GTE(x,n,04,00%, 0, 8).
e Strategy o, is as good as (Greater Than or Equal to)
o/, for agent x at level n if = believes that whenever o/,
works with strategies kept by the other agent y, so does
0z. Note thatherex = PAy=Qorx =Q ANy = P:
GTE(z,n,04,0.,,$,8) =
Voy,. Bel(z, [Keep(y,n, oy, §,now) A
Works(ol,, oy, ¢,now) D Works(oy, 0y, ¢, now)], s).

o Finally, strategies for an agent are functions from situa-
tions to actions such that the required action is legal and
known to the agent whenever it is the agent’s turn to act:
Strategy(x,0) = Vs. turn(s) #x D o(s) =nil A

turn(s) = x D Ja. Bel(x, 0 (now) = a, s) ALegal(a).
Legal will depend on the domain. For examples 1, 2
and 3, it is defined such that P can only do actions pAO,
pAl, and sA, while ) can only do pBO0, pB1, and sB. For
example 4, all actions will be possible for both agents.

These formulas define joint ability in a way that resembles the
iterative elimination of weakly dominated strategies of game
theory [Osborne and Rubinstein, 1999]. As we will see in the
examples next, the mere existence of a working strategy pro-
file is not enough; the definition requires coordination among
the agents in that all preferred strategies must work together.

4 Formalizing the Examples

In this section, we prove results about the four examples men-

tioned earlier. Due to lack of space we present only brief

proof sketches. Note that the goal in all examples is to open

the safe in exactly 4 steps without activating the alarm, i.e.
d(s) = open(s) A —alarm(s) A time(s) = 4.

4.1 Example 1

Recall that for this example actions are divided between
agents and are public. We show that the agents are jointly
able to achieve the goal (and have mutual belief about this):

Theorem 1 X = Init(s) D JCan(g, s).
Actually, it is sufficient to show that the following holds:

Theorem 2 ¥ |= Init(s) A Keep(P,2,0p,¢,s) A
Keep(Q,2,04,0,5) D Works(op, 04,9, 5).

The proof is involved, so we just sketch the steps. Assume
M is a model of ¥ and i a variable assignment such that
Mv 12 ': Imt(s) A Keep(Pa 27 Op, (ba 8) A Keep(Qa 27 Oq; ¢» S).
We need to show that Works(oy,, 04, ¢, s) holds. Let 7, and
T4 be strategies prescribing that P and () initially sense the
combination of locks A and B, respectively, and then push the
correct button of the corresponding lock, in turn, ie.?

3In what follows, we use pA(s) as a shorthand for the correct
push action for lock A in situation s. Any formula v that mentions
pA(s) with free variable s stands for (cA(s) D ¥[pA(s)/pAl]) A
(—cA(s) D ¢[pA(s)/pA0]), where 9)[u/v] is replacing all free oc-
currences of u by v in ¢. We use a similar definition for pB(s).
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o M,uE Vs,al,a2,s'. nit(s) D
,(s) =sA A 7,(do(al,s)) =nil A
7,(do((al, a2}, s)) = pA(s) A
[do({al,a2),s) T s D
turn(s') = P D 7,(s’) =sA A
turn(s') # P D 7,(s") = nill.
o M, Vs,al,a2,a3,s’. Init(s) D
T4(s) =nil N T4(do(al,s)) =sB A
g4(do({al,a2),s)) =nil A
0q(do({al,a2,a3),s)) = pB(s) A
[do({(al,a2,a3),s) C s D
turn(s’) = Q D T4(s’) = sB A
turn(s") # Q D Tq(s') = nil).
It can be easily shown that functions o, and &, are in fact
strategies for P and () that together achieve the goal in all
initial situations, and hence each survives the first round of
elimination for the corresponding agent. Also, after the first
round of eliminations, the following holds at level I:

Theorem 3 G, and &4 are as good as any other strategies:
o M, =Vs,op. Init(s) A Strategy(P, op) D
GTE(P,1,5,,0p,0,S).
o M, E=Vs,oq4. Init(s) A Strategy(Q, oq) D
GTE(Q? 17 Fm Oq, ¢a 5)'
By theorem 3, GTE(P,1,5,,0p,¢,s) holds, and by as-
sumption Keep(P, 2,0, ¢, s) holds, therefore we must have
GTE(P,1,0,,7,,¢,s). Then, since in all initial situations
Works(@,, 74, ¢, s) holds, we must have Works(c,, 74, ¢, s).
By a similar argument, we have GTE(Q, 1,04,7, ¢, ). This
together with Works(o,, 7y, ¢, s) obtained above, leads to
Works(op, 04, @, s) as desired and thus Theorem 2 holds. m
Theorem 3 itself can proved by the following two lemmas:

Lemma 1 For any strategy for P that survives the first elimi-
nation round, if its first action is to push the correct A button,
the action prescribed in response to () doing sB must be sA:
L = Init(s) A Keep(P,1,0,, ¢, 5) A op(s) = pA(s) D

op(do((pA(s), sB), s)) = sA.
Lemma 2 For any strategy for ) that survives the first round
of elimination, its first action in response to P doing sA must
be doing sB, and then if P continues by pushing the correct
button of lock A, QQ must push the correct button of B:
Y | Init(s) A Keep(Q, 1,04, ¢,8) D

04(do(sA, s) = sB A oq4(do((sA, sB,pA(s)), s)) = pB(s).
The proofs of lemmas 1 and 2 are omitted but they use the
fact that in a given initial situation s there are only 3 legal se-
quences of length 4 that can open the safe without activating
the alarm: [sA; sB; pA(s); pB(s)], [pA(s); sB;sA; pB(s)], and
[pA(s); pB(s); sA; sB], where pA(s) and pB(s) correspond to
the correct push actions for lock A and B in s, respectively.

We remind the reader that the reason that the above proofs
are involved is that we have not specified anything about the
beliefs of agents about the locks combinations and/or each
other. Our theorems hold no matter what beliefs the agents
have about this (e.g. if P and ) know the combination of both
locks but neither knows what the other agent knows, they can
still coordinate to open the safe despite the existence of many
working plans). See example 4 as a case where the existence
of multiple joint plans can cause lack of coordination.



4.2 Example 2

In this example, action sA does not provide new information.
To handle this, let 3 be exactly like > except the SF axiom
is replaced by SF(a, s) = [a = sB D ¢B(s)]. The informa-
tion in X5 is not enough to conclude joint ability. In fact, we
show that if P does not know the combination of lock A they
cannot open the safe (even if () knows both combinations):

Theorem 4 %5 = Init(s) A -BW(P,cA, s) D —~JCan(p, s).

Proof sketch: Let M be a model of s and p be a variable
assignment such that M, u = Init(s) A -BW(P, cA, s), it is
sufficient to show that there exists a pair of preferred strate-
gies for P and () that does not achieve the goal. Since P
does not know the combination of A, there is at least another
accessible initial situation s’ such that cA(s) —cA(s').
Note that the function 7, defined in example 1 is not a strat-
egy in this model as P now does not know the combina-
tion of lock A even after performing sA. We can show that
P has at least two preferred strategies o, and or]’g such that
M, p = op(s) = pAO A o,(s) = pAl. However, for any
strategy o, for @, one of the pair (0,,,0,) or (0,,,0,) does
not work in s, as the first action by P activates the alarm. =

4.3 Example 3

In this example, everything is the same as in example 1 except
that actions are now private, so the other agent does not see
what actions are performed by the other agent (but each agent
is aware of her own actions including the sensing results if
any). To accommodate for this, we define Y3 exactly as X
except we modify the successor state axiom for B as follows:
B(z,s',do(a, s)) = 3s”,a".

B(xz,s",s) Ns' =do(a”,s") A Legal(a") A

[agent(a) =z D a=a" A (SF(a,s"”) = SF(a, s))].
Despite actions being private, we can prove that the agents
have joint ability to open the safe (again without any need for
additional specifications about their beliefs):

Theorem 5 X5 = Init(s) D JCan(p, s).

The proof is similar to that of example 1. Note that 7, and 7,
used there to eliminate non-promising strategies did not rely
on actions of the other agent and are applicable here as well.
However, the proof for Theorem 3 is slightly different.

4.4 Example 4

In this example, all actions are legal for both agents but, as
in example 3, are private. To handle this, let 34 be like X3
except that Legal is defined such that both agents can perform
any of actions pAO, pB0, pAl, pBl, sA, and sB.* Under these
assumptions we cannot conclude that the agents have joint
ability to open the safe; in fact we show that if it is initially
mutually known that P does not know the lock combinations
and @ knows both combinations they cannot open the safe:

Theorem 6 >, = Init(s) AMBel(BW(Q, cA) A\BW(Q, cB) A
—~BW(P,cA) N =BW(P,cB),s) D ~JCan(p, s).

“Technically, every action a has an agent parameter as its first ar-
gument where, e.g., agent(pAO(z)) = x. To simplify the presenta-
tion we have omitted the agent argument. Very minor modifications
to the formulas presented here are needed to restore the argument.
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[sB;pB] 1, ¥, [pA; pB]
o, 07 04
[sA; pA] —*011) vV I X
[sA;sAl—0) | X |V

Op

Figure 1: For private shared actions, if it is mutually believed that
@ knows the locks combinations and P does not, multiple incom-
patible preferred plans exist that cause lack of coordination. In the
above matrix, a v’ at 4, j corresponds to MBel(Works(i, 7, ¢), s) and
an X corresponds to MBel(—~Works(i, j, &), s).

The interesting point here is that unlike in example 2, this
is not because no joint plan exists. Quite the opposite, there
are multiple joint plans that open the safe but the agents can-
not coordinate (assuming no prior conventions can be relied
upon). To see this consider any model M of 34 and variable
assignment p where M, = Init(s) A MBel(BW(Q, cA) A
BW(Q,cB) AN =BW(P,cA) A -BW(P,cB), s). We can show
that P and () each prefers at least two strategies whose com-
binations do not always work (i.e. there is lack of coordina-
tion). Let 0; be a strategy for P that prescribes sensing the
combination of lock A and pushing its correct button as P’s
first and second (non-nil) actions (represented by [sA; pA]).
Also, let aﬁ be a strategy for P that always prescribes per-
forming sA whenever it is P’s turn (represented by [sA; sA]).
Similarly, let 0; be a strategy for () that says to sense the
combination of lock B and then to push its correct button as
Q’s first and second non-nil actions (represented by [sB; pB)).
Finally, let O'g be a strategy for () that prescribes pushing the
correct button of lock A and B as Qs first and second non-nil
actions (represented by [pA; pB]). Note that since () knows

both combinations, 0’3 is in fact a valid strategy. Clearly, we

have M,y |= MBel(Works(o},, 0., ¢) A Works(o2,02,¢) A
—~Works(o},,02,¢) N =Works(o2, 0}, ¢),s), see Fig. 1. To
show that the agents are not able to open the safe, it remains
to show that P and ) never eliminate these strategies:

Lemma 3 P prefers O'; and ag. Q prefers O'é and O'g.‘

o M, u = Vi. Keep(P, 1, O’;, o, s) N\ Keep(P, 1, Ug, ?, ).

o M, = Vi. Keep(Q, 1, o;, @, 8) A Keep(Q, 1, 03, ?, 8).
We sketch the proof for the 1st elimination round (¢ 1),
the generalization to all ¢’s is done using simple induc-
tion. Assume to the contrary M, u = —Keep(P, 1, 01177 0, s).
Then there must exist a better strategy o, for P such that
GTE(P,0,0,,0,,¢,s) and ~GTE(P,0,0,,0,,$, s). Hence,
since M, |= MBel(Works(o),0,,¢),s), we must have
M, i |= Bel(P, Works(0y,, 04, ¢), s). However, any strategy
for P that works with o} in all P’s accessible initial situa-
tions must prescribe doing sA and then pA as P’s first two

non-nil actions, respectively.> Hence, the first two actions of
op and 011, are the same, which contradicts the assumption of

op being better than o). Therefore, P keeps o), at level 1.
Similarly, we can show that if there were strategy o, better

3 P does not know the combination of lock A, so there exist two
accessible initial situations that differ on cA. Any strategy that pre-
scribes first doing pAO (or pAl) activates the alarm in one of them.



than o2 then M, ju |= Bel(P, Works(op, 02, ¢),s). However,
any strategy o,, that works with 03 in all P’s accessible ini-
tial situations must prescribe doing nothing but sensing as P’s
first and second (non-nil) actions. It can then be shown that
M, pu |= GTE(P,0,02,0,,¢,s) which contradicts o, being
better than 02. So, 07 is also kept at level 1. Finally, there are

analogous arguments for Q) keeping o, and o] atlevel 1. m

5 Discussion and Future Work

In this paper, we extended Ghaderi et al. [2007]’s account of
joint ability to domains with sensing actions, actions that al-
low agents to acquire new information as they proceed. We
proposed ways of modeling the effects of such sensing ac-
tions on the agents’ knowledge in the account. In such set-
tings, strategies branch on sensing outcomes (as well as on
observed actions by others), and the number of strategies typ-
ically grows extremely large. We showed that the symbolic
proof techniques proposed in [Ghaderi et al., 2007] could be
generalized to establish joint ability or lack of joint ability
in domains with sensing actions, even with very incomplete
specifications of the agents’ knowledge.

Our account of ability generalizes previous work on single
agent ability [Moore, 1985; Davis, 1994; Lespérance et al.,
2000]. We go beyond these single agent accounts by model-
ing how the knowledge of all the agents changes as they act
and by ensuring that the team remains coordinated — all of
the agents’ preferred strategies must work together.

Also related is work on logics of games [Pauly, 2002;
van der Hoek and Wooldridge, 2003]. As mentioned earlier,
these frameworks are propositional, and thus less expressive
than ours. Moreover, they ignore the need for coordination
inside a coalition, which is only reasonable if the agents can
communicate arbitrarily to agree on a joint strategy.

Our approach goes beyond classical game theory [Osborne
and Rubinstein, 1999] in that we can reason about joint abil-
ity even in the presence of incomplete specifications of the
structure of the game including the beliefs of the agents.
See [Ghaderi et al., 2007] for more discussion of the rela-
tionship between the two accounts.

In this paper, for simplicity, we used Ghaderi et al.’s for-
malization of joint ability restricted to teams of two agents;
see [Ghaderi et al., 2007] for the general multiagent version.
Their paper also discusses how agents that are outside of the
team can be handled, i.e. by ensuring that the team’s strate-
gies achieve the goal for all of the outside agents’ strategies.

As mentioned earlier, our approach can also handle inform-
ing communication actions where the truth value of a propo-
sition or the value of a fluent is communicated by an agent to
one or several other agents. It is straightforward to reformu-
late the examples considered in this paper to involve commu-
nication actions; instead of simply sensing a lock combina-
tion, an agent asks another “informer” agent for its value.

An issue for future work is examining how different ways
of comparing strategies (the GTE order) affect the notion of
joint ability. With the current GTE order, each agent com-
pares her strategies by examining how they work when paired
with the strategies of the other agent in each accessible situa-
tion separately. Another possibility is that, for example, each
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agent performs the comparison based on whether she believes
her strategies work with those of the other agent (i.e. Bel is
distributed over the implication in the GTE definition). Both
definitions give the right results for our examples and others.

Also, in future work, we would like to generalize
Legal/Poss to be situation dependent, and devise ways of
handling conventions, i.e. mutually believed rules that allow
agents to stay coordinated. It would also be good to explore
how the framework can be used in automated verification and
in multiagent planning.
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Abstract

In this paper, we use the notions of relative interpretations and
definable models from mathematical logic to compare differ-
ent ontologies and also to evaluate the limitations of particu-
lar ontologies. In particular, we characterize the relationship
between the theories within the first-order PSL Ontology and
two other ontologies — a first-order theory of time and Reiter’s
second-order axiomatization of situation calculus.

1 Introduction

Representing activities and the constraints on their occur-
rences is an integral aspect of commonsense reasoning, par-
ticularly in manufacturing, enterprise modelling, and au-
tonomous agents or robots. There have been a variety of pro-
cess ontologies developed within the artificial intelligence
community, particularly in the context of robotics and plan-
ning systems.

In this paper, we use the notions of relative interpretations
and definable models to compare different process ontolo-
gies and also to evaluate the limitations of particular ontolo-
gies. In particular, we characterize the relationship between
the theories within the first-order PSL Ontology and two
other ontologies — a first-order theory of time and Reiter’s
second-order axiomatization of situation calculus. There are
two major kinds of results — relative interpretation theorems
(which show the conditions under which two ontologies are
equivalent), and nondefinability theorems (which show that
one ontology is in some sense stronger since it is able to
define concepts that other ontologies cannot define).

2 Relationships between Theories

Different ontologies within the same language can be com-
pared using the notions of satisfiability, entailment, and in-
dependence. More difficult is to compare ontologies that are
axiomatized in different languages; in such cases, we need to
determine whether or not the lexicon of one ontology can be
interpreted in the lexicon of the other ontology. In this sec-
tion, we review the basic concepts from model theory that
will supply us with the techniques for comparing ontologies
in different languages.

2.1 Relative Interpretations of Theories

We will adopt the following definition from (Enderton
1972):
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Definition 1 An interpretation © of a theory Ty with lan-

guage L into a theory T with language L4 is a function

on the set of parameters of L such that

1.7 assigns to ¥ a formula 7y of Ly in which at most v,
occurs free, such that

T = (Juy) 7y

2. 7 assigns to each n-place relation symbol P a formula 7p
of Ly in which at most the variables vy, ..., v, occur free.

3. m assigns to each n-place function symbol [ a formula
of Ly in which at most the variables vy, ..., Uy, Upy1 OCCUF
free, such that

T E (Yu1, e 0p) Ty (1) A oo Ay (V)

5 (32) (1 (@) A (V00 11) (17 (01, s V1) = (Vg1 = @)))

4. For any sentence o in Ly,

ToEo=T En(o)

2.2 Definable Interpretations

Relative interpretations specify mappings between theories;
we are also interested in specifying mappings between mod-
els of the theories. Such an approach will also provide with
a means of proving that no relative interpretation exists be-
tween two particular theories.

We begin with the notion of definable sets within a struc-
ture.

Definition 2 Let M be a structure in a language L.
A set X C M™" is definable in M iff there is a formula
@(V1, ey Uy W1,y ooy W) Of L and b € M™ such that

X={aecM": ME @b}

X is A-definable if there is a formula 1) (T, w1, ...
b € A such that

X={aeM": MEye(@ab)}

Using this definition, we can adopt the following ap-
proach from (Marker 2002):

Definition 3 Let N be a structure in Ly and let M be a
structure in L. We say that N is definable in M iff we can
find a definable subset X of M™ and we can interpret the
symbols of Ly as definable subsets and functions on X so
that the resulting structure in L is isomorphic to N.

,wy) and



The relationship between relative interpretations of theo-
ries and definable interpretations of structures is captured in
a straightforward way by the following proposition:

Proposition 1 If there exists an interpretation of Ty into Ts,
then every model of 11 is definable in some model of T.

Our primary tool for proving that the models of one on-
tology are not definable in the models of another ontology
will be the following proposition from (Marker 2002):
Proposition 2 Let M be a structure. If X C M" is A-
definable, then every automorphism of M that fixes the set
A pointwise fixes X setwise (that is, if o is an automorphism
of Mand o(a) = aforalla € A, then o(X) = X).

Using this proposition, we can show that a relation is not
definable in some structure if there exists an automorphism
of the structure that does not preserve the relation.

3 Definability and Time Ontologies
3.1 Linear Time with Endpoints

Consider the ontology Tiinear—time . Of linear time without

endpoints (Hayes 1996). The countable models of this on-

tology are isomorphic to countably infinite linear orderings
with no initial or final element.

Lemma 1 Let T be a model of Tiinear_time that is either dis-

crete or dense.

The set of automorphisms Aut(T ) does not fix any time-
points.

Proof: A model 7T of Tjineqrtime 18 discrete iff it con-
tains an elementary subordering that isomorphic to Z, and
Aut(Z) does not fix any elements of Z.

A model 7 of Ty;neartime 1S dense iff it contains an ele-

mentary subordering that is isomorphic to Q, and Aut(Q)

does not fix any elements of Q. O

In other words, for any timepoint in 7, there exists an-
other timepoint which is the image of some automorphism
of 7, whenever 7 is either discrete or dense.

3.2 Relationship to PSL-Core

The purpose of PSL-Core ((Gruninger 2004), (Bock &
Gruninger 2005)) is to axiomatize a set of intuitive seman-
tic primitives that are adequate for describing the funda-
mental concepts of manufacturing processes. Consequently,
this characterization of basic processes makes few assump-
tions about their nature beyond what is needed for describing
those processes, and it is therefore rather weak in terms of
logical expressiveness.

Within PSL-Core 2, there are four kinds of entities re-
quired for reasoning about processes — activities, activity oc-
currences, timepoints, and objects. Activities may have mul-
tiple occurrences, or there may exist activities which do not

"The axioms for Tiimear—time in CLIF (Com-
mon Logic Interchange Format) can be found at
http://www.stl.mie.utoronto.ca/colore/
linear-time.clif

>The axiomatization of PSL-Core (also re-
ferred to as  Tpsicore) in CLIF can be found at

http://www.mel.nist.gov/psl/psl-ontology/
psl_core.html
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occur at all. Timepoints are linearly ordered, forwards into

the future, and backwards into the past. Finally, activity oc-

currences and objects are associated with unique timepoints
that mark the begin and end of the occurrence or object.

Lemma 2 A model of Tysicore in wWhich the ordering over

timepoints is either discrete or dense is not definable in any

model OfT‘linearftim@

Proof: Let 7 be a model of Tj;pcar time and let M be a
model of T}sicore in which the ordering over timepoints is
either discrete or dense.

By Lemma 1, the set of automorphisms Aut(7) does not
fix any timepoints, so that for any timepoint t there exists
¢ € Aut(T) such that p(t) # t.

Since beginof is a function, activity occurrences have
unique beginning timepoints, so that we have

(o,t) € beginof = (o0, p(t)) ¢ beginof

By Proposition 2, the beginof function is not definable
in 7, and hence M is not definable in 7. O
Theorem 1 There does not exist an interpretation of Tsicore
into T'linearftime
Proof: This follows from Proposition 1 and Lemma 1. O

By Theorem 1, we cannot use a time ontology alone to
reason about activities and their occurrences.

4 Definability and Situation Calculus
In this section, we characterize the relationship between Re-

iter’s second-order axiomatization of the situation calculus
and three core theories within the first-order PSL Ontology.

4.1 Axiomatization of Situation Calculus

Consider the theory T%;;cqic Which is Reiter’s second-order
axiomatization of the situation calculus ((Reiter 2001),
(Levesque et al. 1997)). Let Ts;ttime be Pinto’s axioma-
tization of time for situation trees ((Pinto & Reiter 1995))
and let Ti;t ¢1yent be Pinto’s axiomatization of the holds re-
lation’.

4.2 Relationship to PSL-Core

Theorem 2 There exists an interpretation of Tpgcore into
Tsitcalc U Tsittime-

Proof: Suppose

7roccu!‘rence,of(57 a) = ((351) s = do(a, 51))

ﬂ—:—:wt:ivity((:"f) = ((3317 82) s = dO(CL 51))
71'activity,occur!‘ence(3) = ((3a7 51) s = dO(CL, 31))
Teimepoint (t) = ((3s) (start(s) =1t))

3The axioms of Tsitcate in CLIF can be found at
http://stl.mie.utoronto.ca/colore/
sitcalc.clif.

The axioms of Ts;tt:me can be found at
http://stl.mie.utoronto.ca/colore/
sittime.clif. The axioms of Tt fiuent can be found at
http://stl.mie.utoronto.ca/colore/
sitfluent.clif.



Theginof (5, ) = ((start(s) = 1))
Tendof (8, 1) = ((Fa) (end(s,a) = 1))
It is straightforward to verify that these mappings and the
axioms of Ts;sca1c U Tsittime entail the axioms of T)gicore-
O
Of course, it is not surprising to see that there exists an
interpretation of T)gicore INt0 Tsircare U Tsittime, since the
theory T},4core Was designed to be the weakest process on-
tology that is shared by other process ontologies.

4.3 Relationship to Occurrence Trees

Within the PSL Ontology, the theory Tjycctree €xtends the
theory of Tpslwre“. An occurrence tree is a partially ordered
set of activity occurrences, such that for a given set of activi-
ties, all discrete sequences of their occurrences are branches
of the tree.

An occurrence tree contains all occurrences of all activ-
ities; it is not simply the set of occurrences of a particu-
lar (possibly complex) activity. Because the tree is discrete,
each activity occurrence in the tree has a unique successor
occurrence of each activity. Every sequence of activity oc-
currences has an initial occurrence (which is the root of an
occurrence tree).

Although occurrence trees characterize all sequences of
activity occurrences, not all of these sequences will intu-
itively be physically possible within the domain. We there-
fore consider the subtree of the occurrence tree that consists
only of possible sequences of activity occurrences; this sub-
tree is referred to as the legal occurrence tree.

Occurrence trees are closely related to situation trees,
which are the models of Reiter’s axiomatization of situation
calculus; the following theorems make this intuition more
precise.

Theorem 3 There exists an interpretation of Tocctree U
Tpslcore into Tsitcalc U Tsittime'
Proof: Suppose

ﬂ—earlier(sla 32) =51 < 82

7Tgenerator(CL) = (351, 32) S = dO(CL, 51)
= (

Warboreal(s) Ha, 31) S = dO(a, 81)

7Tsuc«:essor(a; S) = dO(a7 S)
Winitial(s) = (8 = do(a, S()))
Tiegal (8) = (executable(s))
It is straightforward to verify that these mappings and the
axioms of T's;tcaicUT sittime entail the axioms of Ty ecpree U
Tpslcore~ o
What of the converse direction — does there exist an inter-
Pretation of Tsitcalc ) Tsittime into Tocctree U Tpslcore~ The
primary difference between T,cctree and Titeqic 1S the ex-
istence of models of 7T, ..:rce that are occurrence trees with
branches that are not isomorphic to the standard models of
the theory Th(N, 0, S, <); such trees cannot be isomorphic
to situation trees.

“The axioms of Thectree in CLIF can be found at
http://www.mel.nist.gov/psl/psl-ontology/
partl2/occtree.th.html
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Definition 4 WFAS is the first-order axiom schema
(Vs) (¢(s) A arboreal(s))

D ((Fx)p(z)Aearlier(x, s)N((Vy)earlier(y,xz) D ~é(y)))
Sor any first-order formula ¢(z).

This axiom schema is equivalent to saying that all first-order
definable sets of elements in an occurrence tree are well-
founded.

Theorem 4 Let ACA be a sentence of the form
(Va, s1,52) (s2 = do(a,s1)) D (a= A1) V..V (a=A4,)

There exists an interpretation of Tsircare U ACA into
Tocctree U Tpslcore UWFAS.

Proof: (Sketch) Suppose
< (S0, 82) = (3s)initial(s) A (earlier(s, s2)V (s = $2)
(81 # So) = m<(s1,52) = earlier(sy, s2)
Tdo (@, So) = (3s) initial(s) A occurrence_of (s, a)
(s1 # So) = Tdo(a, s) = successor(a, s)

Wexecutable(s) = (legal(s))
Since the interpretation of theories is specified with re-
spect to first-order entailment, we only need to show that
the first-order consequences are preserved by the interpre-
tation.

The techniques introduced in (Doets 1989) and (Backofen,
Rogers, & Vijay-Shanker 1995) can be used to show that
the models of Tyectree UL psicore UW F'AS are elementarily
equivalent to models of Ts;;cqc U ACA. O

4.4 Relationship to Discrete States

Most applications of process ontologies are used to rep-
resent dynamic behaviour in the world so that intelligent
agents may make predictions about the future and expla-
nations about the past. In particular, these predictions and
explanations are often concerned with the state of the world
and how that state changes. The PSL core theory Ty;sc_state
is intended to capture the basic intuitions about states and
their relationship to activities’.

Within the PSL Ontology, state is changed by the occur-
rence of activities. Intuitively, a change in state is captured
by a state that is either achieved or falsified by an activ-
ity occurrence. Furthermore, state can only be changed by
the occurrence of activities. Thus, if some state holds af-
ter an activity occurrence, but after an activity occurrence
later along the branch it is false, then an activity must oc-
cur at some point between that changes the state. This also
leads to the requirement that the state holding after an ac-
tivity occurrence will be the same state holding prior to any
immediately succeeding occurrence, since there cannot be
an activity occurring between the two by definition.

Theorem 5 There exists an interpretation of Tyisc state U
Tocctree U Tpslcore into Tsitcalc U Tsittime ) Tsitfluent-

>The axioms of Taiscstate In CLIF can be found at
http://www.mel.nist.gov/psl/psl-ontology/
partl2/disc.state.th.html



Proof: Suppose

(S 7£ SO) = 7Tholds(f> S) = hOldS(f, 5)
Tprior ([, $) = (((Vs,s',a) s = do(a, s") D holds(f,s))
A(((3s,s',a) s = do(a,s")) V holds(f,So)))

It is straightforward to verify that these mappings and the

axioms of T's;¢caic U T sittime U T sit fluent €ntail the axioms

of Tdisc,state U Tocctree U Tpslcore' g

The interpretation of situation calculus into the PSL On-
tology requires an additional assumption that the set of flu-
ents in any model be finite and bounded.

Theorem 6 Let FCA be a sentence of the form
(Vf,s) holds(f,s) D (f=F1)V..V(f=Fp)

There exists an interpretation of Tsitcalc U Tsittime U
Tsitfluent U ACA U FCA into Tdisc,state U Tocctree U
Thsicore UWEFAS.

Proof: (Sketch) Suppose

Tholds(f, s) = holds(f, )

Tholds(f; S0) = (3s) initial(s) A prior(f,s)

As with Theorem 4, the techniques introduced in (Doets

1989) and (Backofen, Rogers, & Vijay-Shanker 1995) can

be used to show that the models of T ;sc state U Locctree U

Tpsicore U WFAS are elementarily equivalent to models

of Tsitcalc U Tsittime U Tsitflent UACAUFCA. O

Although Tsitcate U Tsittime U Tsitfluent cannot be inter-
preted into Ty;sc_state UL occtree Ul psicore Without the axiom
schema, we can show that the two theories are equivalent
with respect to a restricted class of first-order sentences.

Theorem 7 Let Q(s) be a simple state formula in the lan-
guage of Tsitcarc and let Q)'(s) be the the image of the for-
mula under the interpretation into Ty;sc_state U Tocetree U
Tpslcore~

For any model M ofTsitcalc U Tsittime U Tsitfluent there
exists a model N of Tyisc_state U T pectree UTpsicore such that

Th(M) = (Vs) Q(s) & Th(N)  (Vs) Q'(s)
and

Th(M) |= (3s) Q(s) & Th(N) k= (35) Q'(s)

Proof: (Sketch) Axioms 6 and 7 of Tyjsc state are logi-
cally equivalent to the instantiation of the axiom schema
W FAS for positive and negative holds literals, respec-
tively. Since simple state formulae are finite boolean
combinations of positive and negative holds literals with
the same activity occurrence variable, the instantiation of
W F AS for a simple state formula is logically equivalent
to a finite boolean combination of sentences that are en-
tailed by Tdisc,state U Tocctree ) Tpslcore- a

The first sentence in Theorem 7 corresponds to the clas-
sical planning problem, while the second sentence corre-
sponds to the entailment of state constraints. By this the-
orem, the PSL Ontology entails the same set of plans and
state constraints as T;zcqlc-
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5 Nondefinability Theorems

In this section, we show that the remaining core theories
in the PSL Ontology cannot be interpreted in Tg;icqic U
Tsittime'

5.1 Automorphisms of Situation Trees

All of the nondefinability theorems rest on the characteriza-
tion of the automorphisms of situation trees and the failure
of these automorphisms to preserve the sets that correspond
to the extensions of the functions and relations in models of
the PSL Ontology. We introduce three lemmas that char-
acterize properties of the automorphisms of situation trees
which will be used in later proofs.

Lemma 3 Let R be a model of Tsiteaic U Tsittime and let
Aut(R) be the set of automorphisms of R.

For any p € Aut(R) and any element o of the situation
tree, o and @(0) must be on different branches of the situa-
tion tree.

Lemma 4 Let R be a model of Tsitcare U Tsittime-

The set of automorphisms Aut(R) of a situation tree is
transitive on the set of situations that are the successors of a
situation in the tree.

Lemma 5 Let R be a model of Tsitcare U Tsittime-

The set of automorphisms Aut(R) of a situation tree is

transitive on the set of actions in R.

5.2 Relationship to Subactivities
The theory Tiupactivity in PSL  Ontology uses the
subactivity relation to capture the basic intuitions for the
composition of activities®. This relation is a discrete par-
tial ordering, in which primitive activities are the minimal
elements.
Lemma 6 A model M Of Tsubactivity U Tpslcorc with non-
primitive activities is not definable in any model of Tsitcq1cU
Tsitti’rne~
Proof: We will show that the subactivity relation in M is
not definable in any model of T;¢cq1c U Tsittime-
Let R be a model of T;tcare U Tsittime-

By Lemma 3, the set of automorphisms Aut(R) of a sit-
uation tree is transitive on the set of actions in R; thus,
there exists ¢ € Aut(R) and distinct actions a;, az such
that ¢(a;) = ap. By the following axiom of Tsypactivity

(Va1, az2)subactivity (a1, az) Asubactivity(az,a1) D (a1 = a2)
we have

(a1,az) € subactivity = (p(a1), ¢(az)) € subactivity

By Proposition 2, the subactivity relation is not defin-
able in R, and hence M is not definable in R. O
Theorem 8 There does not exist an interpretation of
Tsubactiuity U Tpslcore into Tsitcalc U Tsittime-
Proof: This follows from Lemma 6 and Lemma 1. O
%The axioms of Tsubactivity in CLIF can be found at

http://www.mel.nist.gov/psl/psl-ontology/
partl2/subactivity.th.html



5.3 Relationship to Atomic Activities

The primary motivation behind the core theory 7Ty tomic in
the PSL Ontology is to capture intuitions about the occur-
rence of concurrent activities’. The core theory Tiiomic in-
troduces the function conc that maps any two atomic activ-
ities to the activity that is their concurrent composition. Es-
sentially, an atomic activity corresponds to some set of prim-
itive activities, so that every concurrent activity is equivalent
to the composition of a set of primitive activities.
Lemma 7 A model M Of Tatomic U Tsubactivity U Tpslcore
with nonatomic activities is not definable in any model of
Tsitcalc U Tsittime~
Proof: We will show that the conc function and atomic
relation in M are not definable in any model of T;scq1c U
Tsittime~
Let R be a model of T;tca1e U Tsittime-
By Lemma 5, the set of automorphisms Aut(R) of a sit-
uation tree is transitive on the set of actions in R; thus
there exists ¢ € Aut(R) and actions ay, az, ag such that
ag = conc(a,az) and

plar) = a1, p(az) =az, p(as) = as
It is easy to see that
p(conc(ay,az)) # conc(p(ar), p(az))

There also exists ¢ € Aut(R) and distinct actions ay, ag
such that p(a;) = ag and

(a1,az) € subactivity

(a1) € atomic, (ap) ¢ atomic
By the following axiom of T ypactivity

(Vaa, az)subactivity (a1, az) Asubactivity(az,a1) D (a1 = az)

we have

(a) € atomic = (p(a)) € atomic

By Proposition 2, the conc function and atomic relation
are not definable in R, and hence M is not definable in R.
O

Theorem 9 There does not exist an interpretation of
Tatomic U Tsubactivity U Tocctree U Tpslcm“e into Tsitcalc U
Tsittime-

Proof: This follows from Lemma 7 and Lemma 1. O

5.4 Relationship to Complex Activities

The core theory Ttompieq characterizes the relationship be-
tween the occurrence of a complex activity and occurrences
of its subactivities®. Occurrences of complex activities cor-
respond to sets of occurrences of subactivities; in particular,
these sets are subtrees of the occurrence tree. An activity

"The axioms of Tatomic in CLIF can be found at
http://www.mel.nist.gov/psl/psl-ontology/
partl2/atomic.th.html

8The axioms of Teomplew in CLIF can be found at
http://www.mel.nist.gov/psl/psl-ontology/
partl2/complex.th.html
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tree consists of all possible sequences of atomic subactivity
occurrences beginning from a root subactivity occurrence.
In a sense, activity trees are a microcosm of the occurrence
tree, in which we consider all of the ways in which the world
unfolds in the context of an occurrence of the complex ac-
tivity.

Lemma 8 A model M OfTC()'rnplew Uﬂltmnic UTsubactivity U
Tpsicore With nonatomic activities such that not all activity
occurrences are elements of nontrivial activity trees is not
definable in any model of Tsitcarc U Tsittime-

Proof: We will show that the root and min_precedes re-
lations in M are not definable in any model of T;tcqic U
Tsittime'

Let R be a model of Ty;tcare U Tsittime-

By Lemma 4, the set of automorphisms Aut(R) of a sit-
uation tree is transitive on the set of situations that are the
successors of any situation in the tree.

There exists 1 € Aut(R) such that for any s, so that are
successors of the same element of the situation tree such
that 1 (s1) = sz and such that s; is not an element of any
nontrivial activity tree and s2 is an element of a nontrivial
activity tree.

If so is a root of an activity tree, then there exists 1 €
Aut(R) such that

(s,a) € root = (pi(s),a) € root

If s5 is not a root of an activity tree, then there exists o €
Aut(R) such that

(s1,82,a) € min_precedes =

(p2(81), v2(s2), p2(a)) ¢ min_precedes

By Proposition 2, the root and min_precedes relations
are not definable in R, and hence M is not definable in R.
O

Theorem 10 There does not exist an interpretation of
Tcomple;z U Totomic U Tsubuctivity U Toectree U Tpslcore into
Tsitcalc U Tsittime-

Proof: This follows from Lemma 8 and Lemma 1. O

5.5 Relationship to Complex Activity
Occurrences

Within Topmpieqs, cOmplex activity occurrences correspond
to activity trees, and consequently occurrences of complex
activities are not elements of the legal occurrence tree. The
axioms of the core theory T ioc. €nsure complex activity
occurrences correspond to branches of activity trees’. Each
complex activity occurrence has a unique atomic root oc-
currence and each finite complex activity occurrence has a
unique atomic leaf occurrence. A subactivity occurrence
corresponds to a sub-branch of the branch corresponding to
the complex activity occurrence.

°The axioms Of Thetoce in CLIF can be found at
http://www.mel.nist.gov/psl/psl-ontology/
partl2/actocc.th.html



Lemma 9 A model M of Tactocc U Tcompler U Tatomic U
Tsupactivity Y Tpsicore With occurrences of nonatomic activ-
ities is not definable in any model of Ts;tcaic U Tsittime-

Proof: We will show that the subactivity occurrence
relation in M is not definable in any model of T;cqic U
Tsittime~
Let R be a model of T;icaic U Tsittime-

By Lemma 4, the set of automorphisms Aut(R) of a sit-
uation tree is transitive on the set of situations that are
the successors of any situation in the tree. Furthermore,
Aut(R) only acts on elements of the situation tree, so that
it fixes occurrences of complex activities.

By Lemma 3, any ¢ € Aut(R) maps elements of a branch
of the situation tree to another branch of the situation tree;
however, the axioms of T,.:,. entail that all subactivity
occurrences of a complex activity occurrences must be on
the same branch of the tree. Thus, for any activity occur-
rence o; that is an element of the situation tree and any
complex activity occurrence o2, there exists ¢ € Aut(R)
such that

(01,02) € subactivity_occurrence =

(p(01),02) ¢ subactivity_occurrence

By Proposition 2, the subactivity _occurrence relation
is not definable in R, and hence M is not definable in R.
O

Theorem 11 There does not exist an interpretation of
Tactocc ) Tcomplew U Tatomic U Tsubactivity ) Tocctree )
Tpslcore into Tgitcate U Tsittime-

Proof: This follows from Lemma 9 and Lemma 1. O

6 Summary

In this paper we have characterized the relationship between
the PSL Ontology and two other ontologies — a time ontol-
ogy and Reiter’s second-order axiomatization of situation
calculus. With the addition of a first-order axiom schema
and the restriction to finite domains of activities and fluents,
elements of the PSL Ontology are elementarily equivalent
to models of the situation calculus axiomatization. Further-
more, the core theories in PSL Ontology that axiomatize
subactivities and complex activities are not definable in the
situation calculus.
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Abstract

Although there is consensus that a formal ontology consists
of a set of axioms within some logical language, there is little
consensus on how a formal ontology differs from an arbitrary
theory. There is an intuitive distinction between the formal on-
tology and the set of domain theories that use the ontology,
but there has been no characterization of this distinction in the
context of first-order ontologies. In this paper we utilize the
notions of definable sets and types from model theory mathe-
matical logic to provide a semantic characterization of the do-
main theories for an ontology. We illustrate this approach with
respect to several formal ontologies from mathematical logic
and knowledge representation.

1 Motivation

Ontological engineering was born with the promise of
reusability, integration, and interoperability. Of increasing
importance are the problems merging ontologies from dif-
ferent domains and translating among multiple ontologies
from the same domain. An obstacle to achieving this vi-
sion has been a lack of consensus over the nature of the ax-
ioms within a formal ontology. On the one hand, formal on-
tologies are specific theories — we are not defining new lan-
guages or logics. On the other hand, formal ontologies are
different from arbitrary theories in that we intuitively think
of ontologies as being the reusable portion of domain the-
ories. This begs the question of defining domain theories,
and it raises the perennial debate of the difference between
ontologies and knowledge bases.

In the course of providing a formal characterization of do-
main theories for ontologies, we are guided by several intu-
itions.

e Domain theories and queries are constructed using ontolo-
gies — typical reasoning problems include sentences that
describe a particular scenario in addition to the axioms of
the ontologies.

e Ontologies are the reusable parts of domain theories, in
the sense that all domain theories for an ontology are ex-
tensions of a unique set of axioms in the ontology.

e In semantic interoperability scenarios, software applica-
tions exchange sentences that are written using ontologies,
rather than exchange axioms from the ontologies them-
selves.
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The objective of this paper to is to provide a semantic
characterization of domain theories, that is, one that is based
on properties of the models of the formal ontology.

1.1 Some Motivating Examples

We consider several ontologies and the sentences that are
intuitively their domain theories. We begin with two math-
ematical theories which are well understood before mov-
ing on to two ontologies from the knowledge representation
community.

Algebraically Closed Fields Suppose that two software
applications share the ontology of algebraically closed fields
(Hodges 1993), for example, CAD software that is based
on algebraic geometry. Such software applications will ex-
change shapes that are specified by polynomials; they are
not exchanging axioms in the ontology. In this case, we can
see that the domain theories for algebraically closed fields
are polynomials.

Groups Domain theories for the ontology of groups
(Hodges 1993) are either explicitly specifying particular
groups or subgroups of other groups. A group presentation
defines a group by specifying a set of elements of a group
(known as generators) such that all other elements of the
group can be expressed as the product of the generators sub-
ject to a set of equations (known as relations among the gen-
erators). For example, the group presentation for the cyclic
group of order three is the equation a - a-a = 1, and it
is equivalent to the theory of the group with respect to the
element a in the domain.

Time Ontologies Consider an ontology of time 7Tyepse
(Hayes 1996) in which the set of timepoints is linearly or-
dered and dense. Such an ontology is typically used to spec-
ify the underlying constraints in commonsense reasoning
problems about events (e.g. “Bob left home before arriv-
ing at work and Alice arrived at work after Bob”). This set
of constraints constitutes a domain theory for the ontology
Tdense; in general, the domain theories consist of boolean
combinations of sets of timepoints that form intervals on the
linear ordering.



Situation Calculus The axiomatization of situation calcu-
lus in (Reiter 2001) includes a set of foundational axioms
(the ontology T;tcaic) together with a set of axioms which
plays the role of a domain theory.

A simple state formula is a formula which contains a
unique situation variable and which contains only holds lit-
erals. A precondition axiom for an activity A is a sentence

of the form

(vs) poss(4,5) > Q(s)
where Q(s) is a simple state formula. An effect axiom for
an activity A is a sentence of the form

(Vs) Q1(s) D holds(F,do(A,s))

where Q(s) is a simple state formula and F' is a fluent. Basic
action theories, which consist of sets of precondition and
effect axioms, are domain theories for situation calculus.

2 Domain Theories and Definable Sets

The characterization of ontologies and domain theories rests
on the model-theoretic notion of definability. After intro-
ducing this notion, we will use it to distinguish between the
different classes of theories within an ontology.

2.1 Definable Sets
We will adopt the following definition from (Marker 2002):

Definition 1 Let M be a structure in a language L.
A set X C M™" is definable in M iff there is a formula
(V1 ey U, W1, ooy Wiy ) of L and b € M™ such that

X={aeM": MEy@hb)}

X is A-definable if there is a formula (v, w1, ...
b € Al such that

X={@aeM": ME¢(ab)}

We say that X is (-definable if A = (). If A is nonempty,
we say that X is definable with parameters.

,wy) and

Example 1 Suppose M is a discretely ordered ring.
The set of even numbers is ()-definable in M:

{z: Gy r=y+y}
The set of prime numbers is O-definable in M:
{z : (W,2)(y-z=2)D(y=2)V(z=2)}
The set
{z :

is definable with parameters ay, ..

ao + a1z + asz® + ... + apa™ = 0}

oy Q.

2.2 Definitional Extensions and Core Theories

An ontology is specified by a set of axioms in some formal
language. Nevertheless, this is not an amorphous set, and
the notion of definability allows us to distinguish between
different kinds of sentences within an ontology.

Definition 2 A theory T is a definitional extension of a the-
ory T iff every constant, function, and relation in models of
T, is (-definable in models of T.
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It is easy to see that a definitional extension of a theory
T is also a conservative extension of 7', although the con-
verse is not true; that is, there are conservative extensions of
theories which are not definitional extensions.

Definition 3 A theory T¢,,c is a core theory iff no constant,
function, or relation in models of Tiorc is definable in the
models of any other theory.

Combining these two classes of sentences gives us the fol-
lowing definition of an ontology.

Definition 4 An ontology T, is a theory consisting of a
set of core theories and a set of definitional extensions.

Intuitively, the core theories axiomatize the primitive
functions and relations in the ontology. If a core theory in an
ontology is an extension of some other core theories in the
ontology, then it is a nonconservative extension.

In the case of the PSL Ontology ((Gruninger 2004),
(Gruninger & Kopena 2004)), the definitional extensions
within the ontology are axiomatizations of the classes of ac-
tivities and activity occurrences that correspond to values of
the invariants that are used to classify the models of the core
theories within the ontology.

If we consider the examples from Section 1.1, we can
see that an ontology is not an arbitrary set of sentences. In
the case of algebraically closed fields, polynomials are sen-
tences that are not in a core theory or definitional extension.
Similarly, precondition and effect axioms are not part of a
core theory or definitional extension. We therefore require
a precise definition of the class of sentences that correspond
to domain theories.

2.3 Domain Theories

We are still faced with the question of how domain theories
are different from the other two classes of theories within an
ontology. Whereas a definitional extension is an axiomatiza-
tion of the ()-definable sets in a model of an ontology Ty +o,
we will say that a domain theory for an ontology 75, is an
axiomatization of sets that are definable with parameters in
some model of T,,,¢0-

Definition 5 A theory Ty, is a domain theory for an ontology
Tonto Uf every formula in Ty, defines a set X C M™ with
parameters in some model M of Tonio-

In general, domain theories are not conservative exten-
sions of the ontology. For example, the domain theory con-
sisting of the equations

(a-(a-a)) =1
in the theory of groups entails the sentence

Gz, y) (-y) = (y-2) Az # 1) Ay #1)
which is not entailed by the axioms in the theory of groups
alone.

On the other hand, domain theories are distinct from arbi-
trary nonconservative extensions of the ontology. For exam-
ple, the sentence

(Va,y) (z-y) = (y- o)

axiomatizes abelian groups; it forms a nonconservative ex-
tension of the theory of groups, yet we would not consider it



to be a domain theory, since it does not define any sets with
parameters in some model of group theory.

This approach to characterizing the sentences in an ontol-
ogy generalizes a distinction long made within the descrip-
tion logic community — sentences in the ABox are domain
theories, subsumption axioms in the TBox are contained in
core theories, and equivalence axioms are part of the defini-
tional extensions of the ontology.

3 Domain Theories and Types

The next step is to show how the set of domain theories for
an ontology can be characterized with respect to properties
of the models of the ontology. This will allow us to formal-
ize the intuitions presented earlier in Section 1.

3.1 Types

Types describe a model of a theory from the point of view of
a single element or a finite set of elements ((Marker 2002),
(Rothmaler 2000)).

Definition 6 Let M be a model for a language L.
The type of an element a € M is defined as
typesm(a) := {¢ : ¢ is a formula of L, M = ¢(a) }
Ann-type for atheory T is a set ®(x1, ..., x,,) of formulae,
such that for some model M of T, and some n-tuple @ of
elements of M, we have M |= ¢(a) for all ¢ in ®.
If t is an n-type, then a model M realizes t iff there are
ai,...,an € M such that

M E tlay,...,an)

A type p is a complete n-type iff ¢ € p or ¢ € p for any
formula ¢ with n free variables; a partial type is a type that
is not complete.

Informally, the type for an element in a model is a set of
formulae which are satisfied by the element in the model.
An n-type for a theory is a consistent set of formulae (each
of which has n free variables) which is satisfied by a model
of the theory.

3.2 Characterization Theorems for Domain
Theories

The model-theoretic notion of type allows us to formalize
the intuition that domain theories are theories about ele-
ments in the domain of a model of the ontology.

Theorem 1A set of sentences Ty is a domain theory for
an ontology T,n1o Hff it is logically equivalent to a boolean
combination of finite partial n-types for Typto.

Proof: =) Let (x4, ..., ,,) be a sentence in a domain the-
ory for T}, and let

{a : Mk (@)}

be the set defined by this sentence in a model M of T),,+,.
It is easy to see that this set realizes the finite n-type
o(x1, ...y y) in M.

«<:) The set of elements that realize a finite type in M
constitute a definable set. The boolean combination of fi-
nite partial n-types is equivalent to the union, intersection,
complement, and projection of definable sets, and these
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operations preserve definable sets. Therefore, the boolean
combination of n-types is logically equivalent to a domain
theory. O

This result shows that we can specify all possible domain
theories for an ontology by identifying the finite partial types
for elements in the models of the ontology.

Not all types correspond to domain theories, since a type
that consists of an infinite set of formulae may not be first-
order definable. For example,

{0 <¢,5(0) <¢,5(5(0)) <e,...}

is an infinite type that is realized by a nonstandard number
c in a model of Th(N, 0, S, <), yet the set is not first-order
definable in the theory.

The next two theorems characterize domain theories with
respect to the models of the ontology, and formalize the in-
tuition that ontologies are the reusable parts of domain theo-
ries, in the sense that all domain theories for an ontology are
extensions of a unique set of axioms in the ontology.

Theorem 2 If Ty; is a domain theory for an ontology Tynto
then there exists a model M of T+, such that

Tonto ) Tdt - Th(M)

Proof: By Definition 5, the sentences in Ty, define sets with
parameters in some model M of Ty,,,;,. We therefore have

Tonto g Th(M)

Suppose that there is a sentence ¥ € Ty such that ¥ ¢
Th(M). In this case, we must have M | =X, which
would mean that > does not define a set in M, and hence
would not be a sentence in a domain theory. We therefore
also have

Tar € Th(M)
O

From this result we can see that models of a domain the-
ory are models of the ontology.

Theorem 3 For any model M of Tynto, there exists a do-
main theory Ty, for Tpnio such that

Tonto ) Tdt - Th(M)

Proof: Since M is a model of Tj,,,;,, we have
Tonto g Th(M)

If Ty, is the set of sentences that define sets in M, then
Ty: # 0 (since any finite set is definable). Ty, is therefore
a domain theory such that

M =Ty

As a result, we know that 1},,,;, U T} is consistent.
Since M = Typnio U Ty, we have

Tonto U Tdt - Th(M)



Note that any definable set must have some axiomatiza-
tion, whereas nondefinable sets cannot be axiomatized by
any theory. Furthermore, every model contains definable
sets (since finite sets are always definable). Consequently,
domain theories will always exist for any ontology.

We can define a complete domain theory as one that sat-
isfies

Tonto U Tyt = Th(M)

for some model M of T, In other words, a complete
domain theory is an axiomatization of a particular model
of the ontology. Not all ontologies will have complete do-
main theories. For example, there exist infinite groups that
do not have a finite presentation. The standard models of
more powerful ontologies, such as Peano Arithmetic and the
theory of the free semigroups, are not axiomatizable, so that
any domain theory in such cases would be incomplete.

3.3 Techniques for Specifying Domain Theories

Model theory provides several techniques for specifying the
types for first-order theories. The most widely use technique
is known as the elimination of quantifiers, in which one fo-
cusses on the sets that are definable by formulae that are
quantifier-free.

A theory T admits the elimination of quantifiers if for ev-
ery formula ¢ there is a formula v such that

TEo=y

One typically determines this by specifying a set of
quantifier-free formulae A (known as the elimination set)
such that for every formula ¢ in the language of T there is
a formula 1) which is a boolean combination of formulae in
A, and ¢ is equivalent to 1) in every model of T'. It is easy to
see that in ontologies that admit elimination of quantifiers,
the elimination set characterizes the set of types.

Unfortunately, not all ontologies admit the elimination of
quantifiers, and the characterization of the definable sets and
types realized in models of these ontologies can become
quite complicated.

3.4 Revisiting the Examples

The set of types for many ontologies within mathematical
logic have been specified within the literature. We can see
that the types for the ontologies that we considered in Sec-
tion 1 do indeed correspond to the intuitions that we have
about their domain theories.

Algebraically Closed Fields and Polynomials Since al-
gebraically closed fields admit the elimination of quantifiers,
it can be shown ((Marcja & Toffalori 2003)) that any irre-
ducible polynomial corresponds to a complete 1-type and
that 2-types correspond to algebraic curves. In other words,
there is a one-to-one correspondence between the set of roots
of polynomials (algebraic numbers) and definable elements
in the models of T;c;4. There is also the complete 1-type
that is realized by all numbers that are transcendental over
models of the ontologys; this type is not generated by a finite
set of formulae ,and hence does not correspond to a domain
theory.
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Presentations and Groups Although the theory of groups
does not admit elimination of quantifiers, it can be shown
that all 1-types for Tg;.oyy are of the form

Fy,z)z=y-z

We can see that both presentations and group equations are
domain theories for groups, since they are boolean combi-
nations of 1-types. In a sense, the presentation is equivalent
to the types realized by all elements of the group G; when
a presentation exists, it is a complete axiomatization of the
theory Th(G) for the group.

Time Ontologies Models of Tje,se are isomorphic to
dense linear orderings, whose n-types have been fully char-
acterized in (Rosenstein 1982). The n-types for Tyense
are therefore boolean combinations of literals of the form
be fore(v;,v;) and v; = v;. Thus the types for dense lin-
ear orderings correspond to the domain theories discussed
in Section 1.1.

Action Theories in Situation Calculus Although there
has been no work on the characterization of the types for
Tsitcale We can still show that action theories define sets in
models of T;¢cqic, and so are domain theories for Tg;¢caic.

The precondition axiom for each action a is realized by
the definable set of situations

{s1

that is, the set of executable situations that correspond to oc-
currences of a. The effect axiom for each action a is realized
by the definable set of situations

{s1 : s1 =do(a,s), (f,s1) € holds & (f,s) ¢ holds}

that is, the set of situations that achieve or falsify specific
fluents. A complete characterization of all types and domain
theories for T;scq1c 1S an open research problem.

: s1 = do(a,s), (s1) € executable}

4 [Evaluating the Ontology

We can evaluate the correctness and completeness of the on-
tology and domain theories with respect to the characteriza-
tion of definable sets. For correctness, all domain theories
for an ontology must be consistent with the ontology. For
completeness, we need to determine whether or not there
exist models of the ontology that do not realize any types
corresponding to some class of domain theories.

Definition 7 Let 3 be a set of types for a theory T.
T is definably complete with respect to 3. iff every model
of T realizes some type in 3.

In T;tcaic, precondition axioms are domain theories, but
not all activities realize precondition axioms i.e. there are
other classes of domain theories

Theorem 4 The ontology Tsitcqic is not definably complete
with respect to the set of basic action theories.

Proof: We can construct a model of T;tcqic that does not
satisfy any basic action theory (i.e. set of precondition
and effect axioms).



Let s1, s2 be situations in the situation tree that agree on
state, that is, for any fluent f,

(f,s1) € holds < (f,s2) € holds

Now specify the extension of the poss relation for an ac-
tivity a such that

(a,s1) € poss, (a,ss) ¢ poss

The activity a cannot realize any precondition axiom,
since the same simple state formula is realized by both
s1 and so.

Now specify the extension of the holds relation for the
activity a such that

(f,do(a,s1)) € holds, (f,do(a,sz2)) ¢ holds

The activity a cannot realize any effect axiom, since the
same simple state formula is realized by both s; and sa.
O
On the other hand, the PSL Ontology explicitly axiom-
atizes the classes of activities that realize the types corre-
sponding to basic action theories'
Theorem 5 Let M AA (Markovian Activity Assumption) be
the sentence

(Va)activity(a) D markov_precond(a)Amarkov_ef fect(a)

The OI’lIOIOgy Tuiscstate Y Tocctree U Tpslcore UMAAis
definably complete with respect to the set of basic action
theories.

It should be noted that Ty;sc_state U Tocetree U Tpsicore
alone is not definably complete, since there are models that
do not realize precondition and effect axioms; on the other
hand, all models of Ty;sc_state U Tocctree U Tpsicore UM AA
realize precondition and effect axioms.

It must be emphasized that one cannot specify domain
theories using axiom schemata — there will typically be mu-
tually inconsistent domain theories for the same ontology,
yet the union of sentences that are instantiations of an axiom
schema must be consistent. For example, both of the follow-
ing sentences satisfy the syntactic definition of precondition
axioms in situation calculus

(Vs) poss(A, s) D holds(F, s)
(Vs) poss(A, s) D —holds(F, s)
yet they are mutually inconsistent.

We can also use this approach to show that some ap-
proaches to process ontologies are in fact specifying classes
of domain theories rather than ontologies. For example, the
axiomatization of actions and events in (Allen & Ferguson
1994) does not include any core theories or definitional ex-
tensions; it only contains a specification of the classes of
sentences that constitute event definitions, action definitions,
and event generation axioms.

'The axiomatization of markov_precond in CLIF
(Common Logic Interchange Format) can be found at
http://www.mel.nist.gov/psl/psl-ontology/
part42/state_precond.def.html
The axiomatization of markov_ef fect in CLIF can be found at
http://www.mel.nist.gov/psl/psl-ontology/
partd2/state_effects.def.html
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5 Classifying Domain Theories

We can use the notion of definable completeness of an on-
tology to classify the domain theories for the ontology. In
particular, we can classify domain theories with respect to
the sets that are ()-definable by the sentence ® such that
Tonto U ® is definably complete with respect to the domain
theories.

For example, by Theorem 5, Ty;scstate U Tocctree U
Tpsicore U M AA is definably complete; activities in the set
defined by the sentence M A A realize the types correspond-
ing to basic action theories. Activities that are not in the set
(that is, activities that do not satisfy the sentence M AA) do
not realize the types corresponding to basic action theories.
This gives a model-theoretic definition of basic action theo-
ries, rather than simply a syntactic definition.

Within the PSL Ontology, sentences such as M AA ax-
iomatize invariants that are used to classify the models of
the core theories (Gruninger & Kopena 2004). Invariants are
properties of models that are preserved by isomorphism. For
some classes of structures, invariants can be used to classify
the structures up to isomorphism; for example, vector spaces
can be classified up to isomorphism by their dimension. For
other classes of structures, such as graphs, it is not possible
to formulate a complete set of invariants. Nevertheless, even
without a complete set, invariants can still be used to provide
a classification of the models of a theory.

In general, the set of models for the core theories of an on-
tology are partitioned into equivalence classes defined with
respect to the set of invariants of the models. Each equiv-
alence class in the classification of the models of the on-
tology is axiomatized using a definitional extension of the
ontology. Each definitional extension in the ontology is as-
sociated with a unique invariant; the different classes of ob-
jects that are defined in an extension correspond to different
properties of the invariant. In this way, the terminology of
the ontology arises from the classification of the models of
the core theories with respect to sets of invariants.

Using this approach, the classification of domain theories
mirrors the classification of the models of the core theo-
ries, as well as the organization of the definitional extensions
within the ontology.

6 Reasoning Problems

Many reasoning problems with ontologies (such as deci-
sion problems for mathematical theories) incorporate do-
main theories as well as the set of axioms in the ontologies
themselves.

The Word Problem in group theory is specified for a par-
ticular group and it requires both the axioms for groups as
well as the presentation for the group:

Tqroup U Zpresentation ): (’U) = 1)

The query in this case determines whether the product of
group elements w is equal to the identity element in the
group.

In a temporal reasoning problem, we consider a particular
scenario of temporal constraints in addition to the axioms for



the time ontology, and determine whether or not a particular
temporal constraint is entailed by the scenario:

Eime U Escenario ': before(Tl, TZ)

For situation calculus, the antecedent of a reasoning prob-
lem such as planning includes basic action theories, while
the query sentence is an existentially quantified simple state
formula:

Tsitcalc ) Zaction |: (35) Q(S)

In general, an entailment problem for an ontology 7,10
has the form

Tonto ) Edt ': 2que'r‘y

where Y4 is a domain theory for 15,4, and Xgery is a sen-
tence in the language of the ontology. This leads to the next
question — what class of sentences in the language of the
ontology characterize the query?

Any sentence in such a query (that is, a sentence in
Yquery) can also be considered to be a domain theory. For
example, in the word problem for groups, the query sentence
is a group equation, which is a type for the theory of groups.
Similarly, simple state formulae are types for fluents in situ-
ation calculus.

We can provide a model-theoretic characterization of
queries using the following notion:

Definition 8 A rype p is isolated iff there is a formula ¢ € p
such that for any ¢ € p, we have

T |= (Vo) ¢(v) > ¢(v)

Queries therefore correspond to nonisolated types for the
ontology. Using this definition, we can also consider queries
to be weak domain theories, in the sense that they are en-
tailed by other domain theories. We can therefore apply the
earlier techniques for arbitrary domain theories to provide a
characterization of the possible queries in reasoning prob-
lems that use a particular ontology.

The same techniques that were used to characterize all
possible domain theories for an ontology by specifying the
types for the ontology can be used to characterize the queries
by specifying the nonisolated types for the ontology. We can
also classify the queries for an ontology by characterizing
the additional sentences that are required in order for an on-
tology to be definably complete with respect to the class of
queries.

7 Summary

Although there is an intuitive distinction between the formal
ontology and the set of domain theories that use the ontol-
ogy, there has been no characterization of this distinction. In
this paper we have utilized the notions of definable sets and
types from model theory mathematical logic to provide a se-
mantic characterization of the domain theories for an ontol-
ogy that gives a clear logical distinction between ontologies
and domain theories.

Domain theories for an ontology are the axiomatization of
definable sets in models of the ontology. This is equivalent
to saying that a domain theory for an ontology is a boolean
combination of finite partial n-types for the ontology.
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The model-theoretic characterization of domain theories
serves as an evaluation criterion for ontologies, which can in
turn be used to classify the domain theories for an ontology.

This approach lays the groundwork for a comprehen-
sive methodology for the evaluation of formal ontologies by
specifying the complete sets of n-types that are realized in
models of the ontologies.
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Abstract order-sorted (predicate) logic to describe taxonomic informa-

tion about objects. We are interested in the projection problem
We propose a theory for reasoning about actions based on  (whether a statement is true after executing a sequence of ac-
order-sorted predicate logic where one can consider an elab-  tjons) and we would like to use regression to solve this prob-
gg‘"’r“tep:g’g%”rgf"zvﬁ;tﬁgjregita\t’gﬁq g‘rr“te i'sntter[]eeSt:ge'r”ethCE{ﬂgcé lem (Reiter 2001). Note that even if both many-sorted logic
: and order-sorted logic can be translated to unsorted, using

sequence of actions. To solve it we design a regression op- d ted lodi bri bout sianificant tai |
erator that takes advantage of well-sorted unification between ~ OTO€r-SOrte€adlogic can bring about signincant computationa

terms. We show that answering projection queries in our log- advantages, for example in deduction. This was a primary
ical theories is sound and complete with respect to that of in  driving force for (Walther 1987) and (Cohn 1987). We show

Reiter’s basic action theories. Moreover, we demonstrate that  thatregression in order-sorted SC can benefit from well-sorted
our regression operator based on order-sorted logic can provide  unification. One can gain computational efficiency by termi-
significant computational advantages in comparison to Reiter's  nating regression steps earlier when objects of incommensu-
regression operator. rable sorts are involved.
It is well-known thatPDDL supports typed (sorted) vari-
. ables and many implemented planners can take advantage of
Introduction types (Ghallaket al. 1998). (Classert al. 2007) proposes
In his influential paper (Hayes 1971) titled “A Logic of Ac- formal semantics for the typed ADL subset of PDDL using
tions”, Pat Hayes proposed an outline of a |Ogica| theory ES, a dialect of SC. Our paper focus on the relations between
for reasoning about actions based on many-sorted logic with Reiter's BATs and our new order-sorted BATs and the compu-
equality. His paper inspired subsequent work on many-sorted tatlonal advantz?\ges which regressionin order-sorted BATs can
logics in Al In particular, A. Cohn (Cohn 1987; 1989) de- prowde.(someUmes). We contribute towards a formal logical
veloped expressive many-sorted logic and reviewed all previ- foundation of PDDL.
ous work in this area. Reasoning about actions based on the

situation calculus has bee_n extensivgly developed ir_1 (Reiter Background
2001). However, he considers a logical language with sorts | general, order-sorted logic (OSL) (Oberschelp 1962; 1990;
for actions, situations and just one catch-all s@btject for Walther 1987: Schmidt-Schau1989; Bierleet al. 1992:

the rest that remains unelaborated. Surprisingly, even if the \yeidenbach 1996) restricts the domain of variables to subsets
idea proposed by Hayes seems straightforward, there is still of the universe (j.esorty. Notationz : Q means that variable
no formal study of logical and computational properties of a ;.5 of sort andV, is the set of variables of sof?. For any

version of the situation calculus with many related sorts for ; d is abbreviated adl: .-
objects in the domain. Perhaps, this is because mathematical’> SCMt €roSS-pro uay x - - x Qy IS abbreviated ag);..;

proofs of these properties are not straightforward. We under- €M vectorty, ..., t,, is abbreviated as, .,,; variable vector
take this study and demonstrate that reasoning about actions1: - - - - n IS abbreviated as_,; and, varlalzle declaration
with elaborated sorts has significant computational advantagessequence; : Q1, . . ., z, : Q,, is abbreviated a8, ,,: Q1. ..

in comparison to reasoning without them. In contrasttoanap- A theory in OSL always includes a set of declarations
proach to many-sorted reasoning (Schmidt 1938; Wang 1952; (calledsort theory to describe the hierarchical relationships
Herbrand 1971) where variables of different sorts range over among sorts and the restrictions on ranges of the arguments
unrelated universes, we consider a case when sorts are relate@f predicates and functions. In particular, a sort thedry
to each other, so that one can construct an elaborated taxon-ncludes a set oferm declarationsof the formt : @ repre-
omy. This is often convenient for representation of common- senting that tern is of sort@, subsort declarationsf the
sense knowledge about a domain. form Q1 < Q- representing that sof; is a (direct) subsort of
Generally speaking, we are usually interested in a compre- SOrtQ: (i.e., every object of so®), is also of sort),), and
hensive taxonomic structure for sorts, where sorts may in- predicate declarationsef the formP: Q;..,, representing that
herit from each other and may have non-empty intersections. the i-th argument of the:-ary predicateP is of sortQ); for
Hence, we consider formulating the situation calculus in an i=1..n. A function declaratioris a special term declaration
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where ternt is a function with distinct variables as arguments: T is not defined for ill-sorted terms and formulas. (5¥1fin-
for eachn-ary functionf, the abbreviation of its function dec-  cludes a declaration for equality symbet™ then = must
laration is of the formf : Q;.., — @, whereQ); is the sort of be defined as s€i(d,d) |d € U}, i.e., the equality symbol

thei-th argument off and(@ is the sort of the value of. ¢: Q is interpreted by the identity relation on the whole universe.
is a special function declaration, representing that constant For any sort theory7 and a well-sorted formula, a struc-
is of sort@). Arguments of equality =" can be of any sort. ture M is a7 -modelof ¢, written asM =5 ¢ iff for every

Below, we consider finite simplesort theory only, in which T -interpretatiorl = (M, I), I satisfiesp. In particular, when
there are finitely many sorts and declarations, the term dec- ¢ is a sentence, this does not depend on any variable assign-
larations are all function declarations, and for each function ment andl = M. Moreover, we say that @ -interpretation
there is one and only one declaration. I = (M, I) satisfiesp, written asl =5° ¢, if the following

For any sort theor{, subsort relatior 7is a partial order- ~ conditions (1-7) hold: (1) =5 P(t1..,,) iff (t1,...,t,) € P
ing defined by the reflexive and transitive closure of the sub- (2)I =7 —¢ iff I =7 ¢ does not hold. (3] =7 ¢1 A ¢, iff
sort declarations. Then, following the standard terminology I E7 ¢1 andl =5 ¢o. (A1 EF é1V ¢ iff 1 =7 ¢
of lattice theory, if each pair of sort symbolsfihas great- ~ Or' I FF ¢2. B) 1 EF ¢1 D o2 iff I EF —é1 V ¢o.
est lower bound (g.l.b.), then we say the sort hierarchy 6) I = Vo : Q.¢ iff for every d € Q' 1 £ ¢[z/d],

of 7 is a meet semi-latticBNalther 1987). Moreover, well- whereg[z /o] represent the formula obtained by substituting
sorted term(wrt 7') is either a sorted variable, or a constant z with 0. (7)1 5 3z : Q.¢ iff there is somed € Q" s.t.
declared in7, or a functional termf(¢;_,), in which each I =F ¢[z/d]. Given a sort theory” as the background, a

t; is well-sorted and the sort d@f is a subsort ofY;, given theory® including well-sorted sentences only satisfies a well-
that f : ann — Qisin7. A well-sorted atom{wrt 7) is sorted sentencg, written as® =% ¢, iff every model of® is

an atomP(f;_,,) (can bet; = t,), where each; is a well- amodel of¢. -

sorted term of sorQ’, andQ! <7 Q;, given thatP : Gin Note that we follow traditional approaches to sorted reason-

ing, where sort symbols must not occur as predicates in the
formulas. Alternative approaches, called hybrid, allow to mix
sort symbols with application specific predicates (see (Wei-
denbach 1996; Cohn 1989; Biedeal. 1992)).

isin 7. A well-sorted formulgwrt 7) is a formula in which

all terms (including variables) and atoms are well-sorted. Any
term or formula that is not well-sorted is callédsorted. A
well-sorted substitutiorfwrt 7)) is a substitutionp s.t. for

any variablez : @, pz (the result of applying to z) is a _Due to the space limitations, we skip the background of the
well-sorted term and its sort is a (non-empty) subsor€of situation calculus. Details can be found in (Reiter 2001) and
Given any set = {(t1.1,t1.2), . .., (tn.1, tn.2)}, Where each we refer to this language as Reiter’s situation calculus below.
t:; (i=1.m,j=1.2)is aweli-sorted term, well-sorted most ~ Note that in this paper, we use7" to represent the logical
general unifie(well-sorted mgu) of? is a well-sorted substi- ~ €ntailment wrt a sort theory in order-sorted logic=""* to

tution that is an mgu aF. It is importantthatin comparisonto ~ fepresent the logical entailment in Reiter's situation calculus
mgu in unsorted logic (i.e., predicate logic without sorts), mgu (& many-sorted logic with one standard sOffjec), and="
in OSL can include new weakened variables of sorts which t0 represent the logical entailment in unsorted predicate logic.
are subsorts of the sorts of unified terms. For example, as-

sume thatt = {(z,y)}, € Vg,, y € Vg, and the g.L.b. of . .
{Q1,0Q-) is a non-empty sorgs. Then,u = [z/z,y/z] (x An Order-Sorted Situation Calculus

is substituted by, y is substituted by) for some new vari- |, this paper, we consider a modified situation calculus based

ablez € Vg, is a well-sorted mgu of2. Well-sorted mgu on order-sorted logic, calledrder-sorted situation calculus
neither always exists nor it is unique. However, it is proved and denoted a£©> below. £°5 includes a set of sorts

that the well-sorted mgu of unifiable sorted terms is unique up gort — Sort,,; U {T,L, Act, Sit}, where T represents the
to variable renaming when the sort hierarchy/ofs a meet whole universe,L is the empty sortAct is the sort for all
semi-lattice (Walther 1987). actions,Sit is the sort for all situations, anglort,y; is a set
The semantics of OSL is defined similar to unsorted logic. of sub-sorts ofObject including sortObject itself. We as-
Note that the definition of interpretations for well-sorted terms sume that for every sort (excep) there is at least one ground
and formulas is the same as in unsorted logic, but the seman-term (constant) of this sort to avoid the problem with “empty
tics is not defined for ill-sorted terms and formulas. For any sorts” (Goguen & Meseguer 1987). Moreover, the number of
well-sorted formulap, a7 -interpretatiorl = (M, I) is a tu- individual variable symbols of each sort 8ort is infinitely
ple for a structureM and an assignmeiitfrom the set of free countable.  For the sake of simplicity, we do not consider
variables to the universg of M, s.t. it satisfies the following  functional fluents here.

conditions: (1) For each so, Q' is a subset of the whole In the following, we will defineorder-sorted basic action
universeU. In particular, T! = U, 1! = (), and@} C Q5 for theories(order-sorted BATs) and consider dynamical systems
any Q1 <7 Q». (2) For any predicate declaratidh: Q. ,,, that can be described using such order-sorted BATSs. An order-
PUC Q! x..-x Q! is a relation inM. (3) For any func- sorted BATD = (7p, D) includes the following two parts of
tion declarationf : Q1., — @, /1 : Qi x---x QL — Q' theories.

e 7Tp is a sort theory based on a finite set of sa@p s.t.
Qp C Sortand{.L, T, Object, Act, Sit} C Qp. Moreover,

- dof °! the sort theory includes the following declarations for finitely
(f(tL )= FUH, ..., ) forany well-sorted ternf (1_,,). many predicates and functions:

is a function inM. (4) 2! = I(x) is in Q' for any vari-
ablez € Vg, ¢! € Q' for any constant declaratian: @, and
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1. Subsort declarations of the fori); < Q- for Q1,Q- €
Qp — {T, Act, Sit}, and subsort declaration®bject < T,
Act < T,8it<T. L <Aet, L <Sit. Here, we only con-

where ¢4 (%1, s) is a well-sorted formula uniform i,
whose free variables are at most amahg, ands.
5. A setD;; of successor state axioms (SSAs) for fluents rep-

sider those sort theories whose sort hierarchies are meet semifesented using well-sorted formulas: for each fluentith

lattices. .
2.0ne and only one predicate declaration of the fétnd); .,
for eachn-ary relational fluenf’ in the system, wher@; <
Object and@; # 1 fori=1..(n—1), and@,, is Sit.

declarationF': G, x Sit, its SSA is of the form

(VZ1..n: Ql,_7L7 a:Act,s: Sit).

F(Z1..n,do(a,s)) = Yp(Z1..n,a,s), 2

3.0ne and only one predicate declaration for the special pred- whereyr(Z. ., a,s) is a well-sorted formula uniform im,

icate Poss, that is,Poss: Act x Sit.

4.0ne and only one predicate declaration of the fd?n@l,,n
for eachn-ary situation independent predicaftein the sys-
tem, where)); <7 Object and@; # 1 fori=1..n.

5. A special declaration for equality symbel: T x T.

6. One and only one function declaration of the forin:

Q1.., — Act for eachn-ary action functionA in the system,
whereQ; <7 Object andQ; # L for i =1..n. Note that, when
n = 0, the declaration is of formd : Act for constant action
function A.

7. One and only one function declaration of the forfn:
Q1..n — Qni1 for eachn-ary (n > 0) situation indepen-
dent function f (other than action functions), where each
Q; <7 Object andQ; # L for eachi = 1..(n+1). Note
that, whenn = 0, it is a function declaration for a constant,
denoted as: @ for constant of sortQ.

8. 0One and only one function declaratido: Act x Sit — S't,
andS : Sit for the initial situationSj.

whose free variables are at most amafg, anda, s.
Here is a simple example of an order-sorted BAT.

Example 1 (Transport Logistics) We present an order-sorted
BAT D of a simplified example of logisticsIp includes fol-
lowing subsort declarations:

MovObj < Object, 1. <City, L. < Box, I <Truck,

Truck < MovObj, City < Object, Box < MovObj,
whereM ovObj is the sort of movable objects, and other sorts
are self-explanatory. The predicate declarations are

InCity: MovObj x City x Sit, On: Box x Truck x Sit
for the fluentsInCity(o,l,s) and On(o,t,s). The func-
tion declarations for actiongoad(b,t), unload(b,t) and
drive(t, c1, co) are obvious. For instance,

drive: Truck x City x City — Act
BesidesSy : Sit, the constant declarations may include:

B;1:Box, B> : Box, Ty : Truck,

To:Truck, Pasadena:City, Boston:City.

* Dis a set of axioms represented using well-sorted sentences axioms in D, can be:

wrt 7p, which includes the following subsets of axioms.

1. Foundational axiom& for situations, which are the same
as those in (Reiter 2001).

2.A setD,,, of unique name axioms for actions: for any two
distinct action function symbolgl and B with declarations
A:Qy.n—ActandB : G, ,,—Act, we have

Moreover, for each action function symhé) we have

(Vfln : Qﬂl.an glun Q‘ln) A(fln):A(gln) D /\7:1 Ti = Yi

3. The initial theoryDg,, which includes well-sorted (first-
order) sentences that are uniform §. In particular, it
includes the unique name axioms for object terms, object
constants and/or functional terms: (1) for any two distinct
situation-independent function symbols (including constants)
fl andf2! we havev{fl..n : anVglm : Qllmfl(fln) 7&
f2(¥1..m), where the functional declarations ffy and f> are

fi it Quan = Qunir (n > 0)andfe @ Q) ,, — Qg

(m > 0); (2) for each situation-independent functignwe
have f(Z) = f(¥) D Al~,z; = y;, where the functional
declaration forf is f : le..n — @Qn+1 (n > 1). Dg, can
also include additional constraints that relate to sorts. For in-
stance, there can be finitely maaxioms of disjointness for
basic sortsof the formVz : Q;.Vy : Q;.(x # y) for any two
disjoint basic sorts(); and@;, where a sort) is considered
basic if there is no so®’ # L, such that)’ <Q.

4. A setD,,, of precondition axioms for actions represented
using well-sorted formulas: for each action symHowhose
sort declaration ist: G, ., — Act, its precondition axiom is of
the form

(VZ1..m: Q1. n,5:Sit).Poss(A(Z1.n),8) = da(Zr.n,s), (1)
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3z : Box. InCity(z, Boston, So),
(Vx : Box,t : Truck). -On(z,t,So),
InCity(Th, Boston, So)VInCity(T2, Boston, So).
As an example, the precondition axiom ford is:
(Vx: Boz,t:Truck,s: Sit). Poss(load(x,t),s) =
=0n(z,t,s) A Jy:City.InCity(z,y, s) A InCity(t,y,s),
and the preconditions farnload anddrive are obvious.
As an example, the SSA of fluefCity is:
(Vd: MovObj, c: City,a: Act, s: Sit).
InCity(d, c,do(a, s)) = (3t:Truck, c1 : City).
a=drive(t,c1,c) A (d=tV 3b: Box.b=d A On(b,t,s)))V
InCity(d, c,s) A =(3t:Truck, c1 : City.a=drive(t,c, c1)
A(d=tV 3b: Box.b=d A On(b,t,s))),
and the SSA of fluenDn is obvious.

Order-Sorted Regression and Reasoning

We now consider the central reasoning mechanism in the
order-sorted situation calculus. The definition of a regressable
formula of £9F is the same as the definition of a regressable
formula of . except that instead of being stated for a formula
in L., it is formulated for a well-sorted formula i6°°.

A formula W of £9F is regressablgwrt an order-sorted
BAT D) iff (1) W is a well-sorted first-order formula wifp;
(2) every term of sorf'it in W starts fromS, and has the syn-
tactic formdo([av1, - - - , an), So), Where eachy; is of sortAct;
(3) for every atom of the fornPoss(«, o) in W, « has the
syntactic formA({l,,n) for somen-ary action function sym-
bol A; and (4)W does not quantify over situations, and does
not mention the relation symbols™” or “=" between terms
of sortSit. A queryis a regressable sentence.



Example 2 Consider the BATD from Example 1. LeW be

3d: Box.d= Boston A On(d, T1, do(load(B1,T1), So))

W is a (well-sorted) regressable sentence @jtwhile
On(Boston, Ty, do(load(B1,T1), So))

is ill-sorted and therefore is not regressable.

The regression operat®°* in L9 is defined recursively
similar to the regression operator in (Reiter 2001). Moreover,
we would like to take advantages of the sort theory during
regression: when there is no well-sorted mgu for equalities
between terms that occur in a conjunctive sub-formula of a
query, this sub-formula is logically equivalent to false and it
should not be regressed any further. We will see that this key
idea helps eliminate useless sub-trees of a regression tree. |
what follows,t and7 are tuples of termsy anda’ are terms of
sortAct, o ando’ are terms of sor§it, and¥ is a regressable
formula of £OF,

1. If W is a non-atomic formula and is of the formiV,
WiV Wa, (Fv:Q).Wi or (Vv : Q). Wi, for some regressable
formulasiVy, Ws in £9F, then

R°[oW1]=0R**[W1] for constructor € {-, (3z:Q), (Vz:Q)}

RO [W: V Wa] =R [Wi] V R [Wa).

2. Else, if W is a non-atomic formulay is not of the form
Wi, WiV Wa, (Fv: Q)W or (Vv : Q)Wi, but of the form
WiAWoA---AW,, (n > 2), where eachV; (:=1..n) is not
of the formW,; ; A W, o for some sub-formula®’; ;, W, o
in W;. After using commutative law fos, without loss of
generality, there are two sub-cases:

2(a) Suppose that for somg j =1..n, eachWW; (i =1..5) is
of the form¢; ; =¢; » for some (well-sorted) term's 1, ¢; 2,
and none ofiVy, k = (j + 1)..n, is an equality between

terms. In particular, wheti = n, Aj_,,, Wi © true.
Then,
Wi AW A - AW; AR [WY)
if there is a well-sorted mgu
for {<ti717ti72> ‘7, = 1..j};
otherwise

ROS [W} —
false

Here, W/ is a new formula obtained by applying mgu

to Ax—; 1 Wi and it is existentially-quantified at front for
every newly introduced sort weakened variablg.iMore-

over, note that based on the assumption that we consider
meet semi-lattice sort hierarchies only, such mgu is unique
if it exists.

2(b) OtherwiseR**[W] = R>°[Wi] A -+ A R [Wa].
3. Otherwise W is atomic. There are four sub-cases.

3(a) Suppose thatV’ is of the form Poss(A(t), o) for an
action termA(#) and a situation ternw, and the action
precondition axiom forA is of the form (1). Without loss
of generality, assume that all variables in Axiom (1) have
had been renamed (with variables of the same sorts) to
be distinct from the free variables (if any) . Then,

RZ*[W] = R*[pa(t0)].

3(b) Suppose thalV is of the formF(Z, do(a, o)) for some
relational fluentr'. Let F's SSA be of the form (2). With-
out loss of generality, assume that all variables in Ax-
iom (2) have had been renamed (with variables of the same
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sorts) to be distinct from the free variables (if any)l&f.
Then, R [W]=R[vr(t, a,0)].

3(c) Suppose that atori” is of the form¢, = ¢,. for some
well-sorted termg,, t5. Then,

%4 if there is a well-sorted mgu
R [W] = { for (t1,ta);
false otherwise

3(d) Otherwise, if atoni¥ hassSy as its only situation term,
then R[W]=W.

Notice that although the definition seems to depend on syntac-
tic form of a formula, we prove below that for any regressable

Mormulas W, and W, in £O3 that are logically equivalent,

their regressed results are still equivalent ®r{See Corol-
lary 1). Here are some examples.

Example 3 Consider the order-sorted BAD from Exam-
ple 1 and the query¥ from Example 2. Then, it is easy to
see thaR°*[W|]= false, since there is no well-sorted mgu for
(d, Boston), whered: Box. Now, letWW; be

—Vd: Box.d# Boston V =On(d, Ty, do(load(B1,T1), So)).
W1 is a sentence that is equivalentlfé. It is easy to check
thatR°¢[W] is a formula equivalent tgalse (wrt D).

Given an order-sorted BAD = (7p,D) and the order-
sorted regression operator defined above, to show the correct-
ness of the newly defined regression operator, we prove the
following theorems similar to that of in (Reiter 2001).

Theorem 1 If W is a regressable formula wrD, then
Res[W] is a well-sortedZ?® formula (includingfalse) that
is uniform inSy. MoreoverD =32 W = R*°[W].

Theorem 2 If W is a regressable formula wrD, then
D %, W iff Ds, UDuna 5, R [W].

Hence, to reason whethbr=52, W is the same as to compute
Res[W] first and then to reason wheth®xs, U Duna %,
R°°[W]. Besides, according to Theorem 1, it is easy to see
that the following consequence holds.

Corollary 1 If W, and W, are regressable formulas id®*
st. =5, W1 = Wy, thenD %, R [W1] = R [Wa].
Intuitively, Corollary 1 states that the regressed results of

two logically equivalent regressable formulas (possibly having
different syntactic forms only) are still equivalent.

Order-Sorted Situation Calculus v.s. Reiter’s
Situation Calculus

Although BATs and regressable formulasdf® are based on
OSL, they can be related to BATs and regressable formulas in
Reiter’s situation calculus as stated in Theorem 3.

Theorem 3 (Soundness)or any BATD and any queryiV
in order-sorted situation calculu§®?, there exists a corre-
sponding BATD’ and a corresponding queriyy’’ in Reiter’s
situation calculus s.t.

D E$ W iff DM W



Intuitively, we would like to show that the order-sorted sit-
uation calculusC®® is correct, orsound in the sense that for
any query in£9% that can be answered in its background BAT
in £9°, we always can find a way to represent the BAT and the
query in Reiter’s situation calculus,. s.t. the corresponding
query inL,. can be answered wrt the corresponding BAT in
Lse.
Itis hard to prove Theorem 3 directly. Inspired by 8ian-
dard relativizationof OSL to unsorted (first-order) logic, our
general idea of proving Theorem 3 is as follows. In Step 1,
we prove that there is an unsorted the®ry (via strong rel-
ativizatior) and an unsorted first-order sentet® (viarel-
ativization) s.t. D =33 W iff D" =" W”. In Step 2, we
construct a BATD' (called thecorresponding Reiter's BAT of
D below) and a regressable formii& (called theranslation
of W below) in Reiter’s situation calculus, s’ =™ W’
iff D =t W, for some unsorted theo®"”’ (via standard
relativization) and sentend®””’ (via relativization). Finally,
in Step 3, we show tha®”’ =fo W iff D" = W,

DRy w (B prp
{ (Step 3)
D’ ':ms w’ (52}3 D ':fo w

Fig 1. Diagram of the Outline for Proving Theorem 3

To prove Theorem 3, we first define some concepts and
prove Lemma 1 for later convenience. First, for any €ort
in the language of£°*, we introduce a unary predicat x),

which will be true iff z is of sortQ in £5.

Definition 1 For any well-sorted formula in £9%, rel(¢),
arelativizationof ¢, is an unsorted formula defined as:

For every aton®(i), rel(P(1)) < P(#); rel(—¢)
rel(¢p o 1) = rel(¢) orel(y) foroe {A,Vv,D};
rel((Vz:Q)¢) def(Vy)[Q( ) D rel(glz/y)];

rel(3:Q)0) < (3y)[Qy) A rel(@lz/y))].
Moreover, for any setSet of well-sorted formulas,
rel(Set) = {rel(¢)| ¢ € Set}.

fﬁrel(gb);

Note that all formulas inC,. are well-sorted wrt the sort
theory of £L,.. Hence, the definition ofel can also be ap-
plied to any formula or a set of formulas in Reiter’s situation
calculus.

Definition 2 For any sort theor¢p in £9F, the set of bridge
axiomsof Tp, BA(7p), is a set of the following formulas:
(@) (Vz). Q2(2) D Q1(z) for each@: < Q1 € Tp;

(b) Q(c) for eachc:Q € Tp;

(©) (VZi.n) A, Qi(zi) D Q(f(£1.n)) for eachf : Q1.n —
Q €7Tp.

Moreover, letSorted(x) be an auxiliary predicate that
does not appear i®: it is a purely technical device used
for proving Theorem 3. The set strong bridge axiom®f
Tp, SBA(Tp), is also a set of unsorted axionisA(7p) U
sba(7p), wheresba(TD) includes the following axioms:

(d) (VZ1.n).P(Z1.n) D A, Qi(zs) A Sorted(z;) for each
P:Q1.n €Tp;
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(&) (VZ1.n).Q(f(Z1..n)) A Sorted(f(T1..n))
Sorted(z;)) fOI’ eachf:@}_n—@ €Tp.

> /\?:1 (Qi(z

i) A

Intuitively, Sorted(t) means that term is well-sorted (wrt

D). (a functional term is well-sorted and of its own sort, re-
spectively), then all its arguments should be well-sorted and
of the corresponding sorts wrt the predicate declaration (the
function declaration, respectively). Note that althogihted

may satisfy other characterizing axioms than axiomsin (d) and
(e) according to its intuitive meaning, but adding axioms in (d)
and (e) to the strong relativization theory®fdefined below

is enough for us to prove Theorem 3.

Definition 3 For any order-sorted BATD in £99, the

strong relativization ofD an unsorted theory, is defined as
RELs(D)™ rel(D) U SBA(Tp).

Consider any BATD; in Reiter’s situation calculus., which

has a finite sefp, of function declarations and predicate dec-

larations for all predicates and functions appearefinThe

standard relativization o’Dl, an unsorted theory, is defined as

REL(D1) ™ rel(D1) U BA(Tp,).

The reasons for differences between the two cases in Def. 3
are that (1) we include the sort theory in each BAT of order-
sorted situation calculus, while Reiter’s situation calculus
mentions sort declarations generally in the signaturg of
and (2) we need strong relativization for order-sorted BATs
and only need standard relativization for Reiter's BATs to
prove Theorem 3. In comparison to the standard relativiza-
tion, the strong relativization adds additional axioms of the
form (d) and (e) in Def. 2. They are based on the sort theory
that includes one and only one declaration for each predicate
P or for each functionf, respectively. We can also prove a
relativization theorem as follows for the strong relativization
similar to the Sort Theorem proved in (Walther 1987) and/or
the relativization theorem proved in (Schmidt-Schd989).

Lemma 1 Consider any regressable formulll with a back-
ground BATD in order-sorted situation calculu§®S. Then,

D =%, W iff RELs(D) E™ rel(W).

We therefore can prove Step 1 in Fig. 1 using Lemma 1.
Because Reiter’s situation calculus is a many-sorted logical
language with special formats for precondition axioms and
SSAs, we cannot use! to relateD in £ with a Reiter’s
BAT directly. Itis also the reason why strong relativization is
introduced. To construct a Reiter's BAV' and a regressable
formulaW’ that satisfy the theorem, we first define another
translation functiortr(17) as follows.

Definition 4 Consider any well-sorted formutain £°5. A
translationof ¢ to a (well-sorted) sentence in Reiter’s situa-
tion calculus, denoted ds(¢), is defined recursively as fol-
lows:

For every atorrP @), tr(P(H) < p ij tr(—¢) < —tr(¢);
(B 1)6) " false; tr((Ve:Q)6) " ~tr(3:Q.~));
tr((3z:Q)o) dif(ﬂ :Q)tr(¢), if Q€ {Object, Act, Sit}.
tr((3z:T)o) =4 (z:Object)tr(p)V (Iz: Act)tr(p)V

(3 : Sit)tr();

tr((32:Q)¢) = (Jy: Object) [Qy) A tr((z/y)),



if Q{T, L, Object, Act, Sit};
tr(¢ o) déftr(qb) otr(y) foree{o,A,v,D, =}

The translation functiomr defined above is a mapping from
well-sorted formulas wrt the sort theory of some BAT(or,
wrt D for simplicity) in £9° to well-sorted formulas inC,..
Moreover, it is easy to prove by structural induction the fol-
lowing lemma forrel andtr, which will be useful for proving
Theorem 3.

Lemma 2 Consider any well-sorted formutain £°9. Then,

El rel(tr(¢)) = rel().

Consider any order-sorted BAD. We construct theor-
responding Reiter's BAT dP, denoted ag'R(D), that will
be the Reiter's BAT we are looking for in Theorem 3. Notice
that in (Reiter 2001), sorted quantifiers are omitted as a con-
vention, because their sorts are always obvious from context.
Hence, when we construct the BATR(D) in Reiter’s situa-
tion calculus below, all free variables are implicitly universally
sorted-quantified according to their obvious sorts. The func-
tion and predicate declarations are always standard, hence ar
not mentioned here.
e TR(D) includes the foundational axioms and the set of
unique name axioms for action functions in Reiter’s situation
calculus.
e The initial theory of TR(D), say Dy, , includes the fol-
lowing axioms. Note that for axioms in item83){(5) below,
predicateSorted is auxiliary wrtD and eachx; is universally
quantified with a default sobject (Q; itself, respectively)
if Qi <7 Object (Q: LT Object, respectively).
1. For any well-sorted sentengec D, , tr(¢) is in Dy, .
2. For each declaratiofy; < @, in 7p, add an axiomr((Vz:
T).(Fy2:Q2.x =y2) O (Fyr:Qr.z = y1)).
3. For each declqratiogfi : Ql__n —Qin7p (n > 1), add an
axiomtr((VZ1..n:Q1.n)-(Jy: Q).y = f(Z1.n)).
We also add an axiom

QUI (@) A Sorted(f(F1..))

tr((3i.m:Q1.m)- Ai_y (zi = yi A Sorted(z:)))

if Q<7 Object andQ # Object, or add an axiom

(Fy:Q).y = f(l_:lun) A Sorted(y)) D

tr((371..m: Q1..m)- N (e = ys A Sorted(xs)))

otherwise.
4. For each situation-independent predicate declaration
P:@l,,n, add an axiom

P(Z1..n) D tr((301.m : Q1..n)- NIy (x5 = yi A Sorted(z;))).

5. For each fluent declaratioﬁ:Q'Ln x Sit, add an axiom
F(&1..m,50) Dtr((3th..n:Q1..n). A1, (xs =yi ASorted(x))).

6. For any constant declaratien@ whereQ <+ Object and

Q@ #Object, add an axiond)(c). Note that other constant dec-
larations will still be kept in the sort theory df,. by default
(e.g.,50:Sit).

e For actionA(#..,) whose precondition axiom i®,, has
the form Eq. (1), we replace it with a precondition axiom in
the format of Reiter’s situation calculus:

Poss(A(Z1..n), 8) Ga(F1.m, 8)

®)
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where¢', (Z1..n, s) is a L. formula uniform ins, resulting
from tr((azjl.un : an)(/\:;l Ty = yz) A ¢A(Zjl.un7 S)) Herev

all y;'s are distinct auxiliary variables never appearing in
¢A(fl..’na S)'

e For each relational fluerdt (#; ., s), whose SSA iD,; is

of the form Eq. (2), we replace it with SSA in the format of
Reiter’s situation calculus:

F(fl.4n7 do(a7 S))

Yr(Z1.nsa, 5) 4
whereyr (Z1.n, a, s) is aLs. formula uniform ins, result-
ing from tr((371.n : Qr.n)- Ay zi = yi A Vr(Fin,a,s)).
Here, ally;’s are distinct auxiliary variables never appearing
in wF(fl..vu S)

LetD' =TR(D), W' =tr(W), we then can prove Theorem 3

by following the ideas presented in Fig. 1. Details are omitted
due to the space limitations.

Example 4 Consider the BATD from Example 1. The ax-
ioms inTR(D) are mostly obvious. Due to the space limita-
tions, we just provide examples of a precondition axiom and

AN SSA iNTR(D):

Poss(load(z,t),s) = Box(x) A Truck(t) AN —On(z,t,s)A
(By.City(y) A InClity(z,y,s) A InCity(t,y, s)),
InCity(d, c,do(a, s)) = MovObj(d) A City(c)A
[(3t, c1.Truck(t) A City(c1) A a=drive(t,c1, c)
A(d=tV 3b.Box(b) N\b=d A On(b,t,s)))
VInCity(d, c, s)A
—(3t, 1. Truck(t) A City(cr) A a=drive(t,c,c1)
A(d=tV 3b.Box(b) Nb=d A On(b,t,s)))].

Itis important to notice that all querie&’ have to be well-
sorted wrt the given background order-sorted BRT while,
in general, the queries that can be answered in the correspond-
ing Reiter’s BAT of D are not necessarily well-sorted wipt
Below, Theorem 4 shows that for any query that can be an-
swered inTR(D), it can be answered i® in a “well-sorted
way” too.

Theorem 4 (Completenesd)etD be an order-sorted BAT in
£99, andTR(D) be its corresponding Reiter's BAT. Then, for
any queryW in Reiter’s situation calculusiy can be trans-
lated to a (well-sorted) query wi?, denoted ass(W) below,
s.t. TR(D) E™s tr(os(W)) = W. Furthermore, we have
TR(D) =™ Wiff D =% os(W).

To prove Theorem 4, we first define some new concepts and
prove a lemma.

Definition 5 LetD be a BAT in the order-sorted situation cal-
culus £9°, and TR(D) be its corresponding Reiter’'s BAT.
Any termt in Reiter’s situation calculus ispossibly sortable
term wrtD, if one of the following conditions holds:

(1) t is a variable of sorfict, Object or Sit in Lg.;

(2) t is a constant, andc: @ in 7p (we say that the sort of
is @ wrt D); or,

(3) ¢ is of form f(Z.,), function declaratiory : Ql__n —Q

in 7p, for everyi (i=1..n), t; either is a variable or is a non-
variable term of sor@Q; wrt D andQ), <7 Q; in Tp (we say
that the sort off (£1..,,) is Q wrt D).

Similarly, any atomP(Fl,,n) in Reiter’s situation calculus
(can bet; =t2), which is well-sorted wrf'R(D), is apossibly



sortable atom wrD, if for everyi, t; either is a variable or is
a non-variable term s.t.:

(a) itis possibly sortable wb; and

(b) P:Qq.nisinTp (=: T x T, respectively), the sort d@f is
Q) wrt D andQ), <7 Q; wrt D.

Given anyD in order-sorted situation calculus, it is easy to see
that every atom (term, respectively)IiR(D) that can be con-
sidered as well-sorted wR is always a possibly sortable atom
(term, respectively); while a possibly sortable atom (term, re-
spectively) is not necessarily well-sorted vt

Lemma 3 LetD be a BAT in the order-sorted situation calcu-
lus £99, andTR(D) be its corresponding Reiter's BAT. Then,
for any atomP(Fl__n) (can bet; = t5) that is well-sorted in
L. but not possibly sortable wrD, we haveTR(D) E™¢

P(ﬂn) = false.

Now we define a function which transforms a formula in
L. wrt TR(D) to a well-sorted formula i wrt D.

Definition 6 LetD be a BAT in the order-sorted situation cal-
culus £9%, TR(D) be its corresponding Reiter's BAT and
W be a regressable sentencelin. wrt the background BAT
TR(D). Then, functioros(W) is defined recursively as fol-
lows.

1. If W is either of the form(Vz) W7, (3x) Wy, where the de-
fault sort ofz is @ (eitherObject, Act or Sit) in TR(D),

thenos((Vz)W1) < (Va: Q)os(Wh), andos(3x.W1) < (3z:
Q)os(Wh).
2. If W is one of the form-Wy, Wi A Wo, W1 V Wo, then

os(=Wh) = —0s(W1), os(W1 A Wa2) = 0s(W1) A os(W2),
os(W1 vV Wa) L

= 0s(W1) V os(Wa2).

3. If W is atomic and not possibly sortable, thier</ false.

. If W is atomic and possibly sortable, assume that
var(W) = (x1,--- ,x,) is the vector of free variables ap-
peared from left to right id? (including repeated ones).
For each =1..n, suppose that; appears as an argument of
a functionf; in some term or as an argument of a predicate
P; in W. LetQ; be the sort appeared in thg-th position
of the declaration off; (P;, respectively), ifx; appears in
the k;-th position of f; (P;, respectively) inlW. Then, let
Iy ={i| z; €var(W), Q; <1 Object, Q; # Object}, and
g Q = {y;:Q; | i€ Iw}, wherey;’s are auxiliary variables
never appeared if and eachy; is distinct from others.

And, os(W) ! (37 : G)(Wo A Ay, @i = y:), wherelV
is obtained from substituting eaah with y, for i € Iy .

Proof sketch for Theorem 4 First, for any query¥ in Re-
iter's situation calculus, IetV"’ = os(WW). By using structural
induction and Lemma 3, it is easy to prove thit is a well-
sorted query wrtD in OSL andTR(D) ™ W = tr(W').
Then, by Theorem 3 ardz(D) ™ W = tr(W'), itis easy to
see thaD =%, W' iff TR(D) =™ tr(W') iff TR(D) =™ W.
Proof details are omitted due to the space limitations. But, we
provide some examples below to illustrate the statement.

Example 5 Here are simple examples of computiong1V)
from W in L,.. Consider theTR(D) in Example 4. Let
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On(Boston, Ty, S1) (denoted asiVs) be a query inL,.,
where S; is some situation instance. According to the way
TR(D) is constructed, we haveR(D) ™ On(o,t,s) D
Boz(o) and TR(D) E™ —Boz(Boston). S0, TR(D) E™

W3 = false. Henceps(Wg)déffalse.

Let W, be Vs.30. =InCity(o, Pasadena, s), which is also a
query in L., whereo : Object ands : Sit hold by default.
Then, 0s(Wy) is Vs : Sit.30 : Object.=(3b : MovObj.b = oA
InCity(b, Pasadena, s)), SINCETR(D) ™ InCity(o,c, s) D
MovObj(o) ACity(c). And it is easy to prove thatR(D) =™
Wa=tr(os(Wa)).

Computational Advantages of£%°

In this section, we discuss the advantages of using OSL and
the order-sorted regression operator based on it.

Given any BATD in £99, it is easy to see that Reiter’s
regression operatoR (Reiter 2001) still can be applied to
(well-sorted) regressable formulas (). Moreover, one
can prove thaR[W] is a formula in£®% uniform in Sy and
D =%, W = R[W]. However, using the order-sorted regres-
sion operatofR°® sometimes can give us computational ad-
vantages in comparison to using Reiter’s regression operator
R. Butfirst of all, we show that the computational complexity
of usingR°® is no worse than that ¢®.

For the regression operat® that can be used either in
L£9% orin L,. (R°® used in£®%, respectively), we can con-
struct aregression tre@ooted atiV for any regressable query
W in either language. Each node in a regression tree of
R[W] (R°¢[W], respectively) corresponds to a sub-formula
computed by regression, and each edge corresponds to one
step of regression according to the definition of the regres-
sion operator. In the worst case scenario, for any qu&ry
in £O% the regression tree dR°*[W] will have the same
number of nodes as the regression treg¢f’] (and linear
to the number of nodes in the regression tre® gf-(17)] wrt
TR(D)). Moreover, based on the assumption that our sort the-
ory of D is simple with empty equational theory, whose corre-
sponding sort hierarchy is a meet semi-lattice, finding a unique
(well-sorted) MGU takes the same time as in the unsorted
case (Schmidt-Scha@aul1989; Jouannaud & Kirchner 1991;
Weidenbach 1996). Hence, the overall computational com-
plexity of building the regression tree &°°[1V] is at most
linear to the size of Reiter’s regression tree.

Theorem 5 Consider any regressable sentendé with a
background BATD in order-sorted situation calculug®?.
Then, in the worst case scenario, the complexity of comput-
ing R°°[W] is the same as that of computif®f17’], which is
also the same as the complexity of compufjg-(W)] in the
corresponding Reiter's BATR(D).

On the other hand, under some circumstances, the regres-
sion of a query inC?? usingR°* instead ofR will give us
computational advantages. Consider any query (i.e., a regress-
able sentence)l’ with a background BATD in £, Then,
the computation ofR°*[W] wrt D can sometimes terminate
earlier than that oR[IW] wrt D, and also earlier than the com-
putation of R[tr(W)] wrt TR(D). In particular, we have the
following property.



Theorem 6 Let a regressable formul&l” have the syntactic
formti 1 = t12A. . Atm1 = tm,2 AW, With any background
order-sorted BATD in £9°. Let the size ofV (including the
length of the terms ifV’) ben. If there is no well-sorted mgu
for equalities between terms, then ComputRg’[W] runs
in time O(n), while computingR[W] wrt D (R[tr(W)] wrt
TR(D)) runsintimeO(2™). Moreover, the size of the resulting
formula of R°*[W], which is false, is always constant, while
the size of the resulting formula usifgis in O(2™).

According to the definition of Reiter’'s regression operator,
the equalities will be kept and regression will be further per-
formed onW; (or ontr(W7) in TR(D), respectively), which

in general takes exponential time wrt the lengthligf and
causes exponential blow-up in the size of the formula. Once
Reiter’s regression has terminated, a theorem prover will find
that the resulting formula is false either because there is no
mgu for terms when reasoning is performeddfi® (or, due

to the clash between sort related predicates when reasoning in
L., respectively). Hence, using the order-sorted regression

operator can sometimes prune brunches of the regression tree

built by R exponentially (wrt the size of the regressed for-
mula), and therefore save computation time significantly.

Example 6 Consider the BATD from Example 1. LeiV; be
aL%% query (i.e., a (well-sorted) regressable sentence)
InCity(Th, Pasadena,do(drive(Th, Boston, Pasadena), S1)),
whereS; is a well-sorted ground situation term that involves
a long sequence of actions. According to the SSA&af'ity,

at the branch of computing@°*[3b: Boz.b=Ti A On(b, t, S1)]

in the regression tree, since there is no well-sorted mgu for
(b,T1), the application of order-sorted regression equals to
falseimmediately. However, using Reiter’s regression opera-
tor (no matter irD or in TR(D)), his operator will keep doing
useless regression @n(b, ¢, S1) until getting (a potentially
huge) sub-formula uniform ify. Once his regression has ter-
minated, such sub-formula will also be proved equivalent to
false wrt the initial theory Og, or TR(D)s,, respectively)
using a theorem prover, for the same reason as above.

In addition, since our sort theory of a BAD in £ is
finite and it has one and only one declaration for each func-
tion and predicate symbol, for any quény (wrt TR(D)) in
L., it takes linear time (wrt the length of the query) to find a
well-sorted formulaos(W) in £LO that satisfies Theorem 4.
But, reasoning whethdd =5 os(W) (starting from finding
os(WW)) sometimes can terminate earlier than finding whether
TR(D) =™ W. In particular, we have

Theorem 7 Assume thalV’ = F(t,do([aq, - - , o], So)) is

an atomic fluent instance id,. that includes an ill-sorted
ground term wrtD (e.g., W3 in Example 5). Then, it takes
at most linear time to terminate reasoning by computing the
correspondings(W) (which is false).

Observe that reasoning abdliR(D) =™° W directly, for

the formula’ mentioned in Theorem 7, using regression
R could result in a exponentially large regression tree when
computingR[W]. Also, the size of the resulting formula
can be exponentially larger than thatldéf. Moreover, it still
needs further computational steps to find whethe(D)s, U
TR(D)una E™ R[W].
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Conclusions

We propose a logical theory for reasoning about actions
wrt a taxonomy of objects based on OSL. We also define
a regression-based reasoning mechanism that takes advan-
tages of sort theories, and discuss the computational advan-
tages of our theory. One possible future work can be ex-
tending our logic to hybrid order-sorted logic (Cohn 1989;
Bierle et al. 1992; Weidenbach 1996). Another possibility

is to consider efficient reasoning in our framework by iden-
tifying specialized classes of queries or decidable fragments
(Abadi, Rabinovich, & Sagiv 2007). Finally, we are planning
to work on an efficient implementation of our theory.
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Abstract

Parameter-driven simulations are an effective and efficient
method for reasoning about a wide range of commonsense
scenarios that can complement the use of logical formaliza-
tions. The advantage of simulation is its simplified knowl-
edge elicitation process: rather than building complex logical
formulae, simulations are constructed by simply selecting
numerical values and graphical structures. In this paper, we
propose the application of machine learning techniques to
allow an embodied autonomous agent to automatically con-
struct appropriate simulations from its real-world experience.
The automation of learning can dramatically reduce the cost
of knowledge elicitation, and therefore result in models of
commonsense with breadth and depth not possible with tra-
ditional engineering of logical formalizations.

Introduction

Comirit is an open-ended hybrid architecture for common-
sense reasoning. We have previously described (Johnston
and Williams 2008) how Comirit is a generalization of the
method of analytic tableaux; combining rich 3D simulation
with formal logic. In this paper we extend the architecture so
that it supports autonomous learning in addition to deduc-
tion. We demonstrate the system by implementing stochastic
search and an auto-associative network in the framework:
this enables our experimental system to autonomously ac-
quire and maintain reliable knowledge of novel objects and
their behaviors.

At Commonsense 2007 (Johnston and Williams 2007),
we argued that simulations are a potentially rich resource
of commonsense knowledge and are an expressive and effi-
cient mechanism for commonsense reasoning. The potential
for breadth and depth is clearly evident when one considers
the advances in modern animations and computer games:
modern games offer realistic open-ended ‘sandbox’ envi-
ronments for unlimited experimentation and interaction. We
showed that a generic graph-based representation can be
used to rapidly create similarly rich and realistic simulations
with minimal software development, and thereby produce
the possibility of extracting and directly reasoning with the
knowledge that would otherwise be only implicitly repre-
sented in simulation. Generic graph-based representations
further simplify the knowledge elicitation process to a task
that can be performed as a routine software development
process without the expense (or concern for a shortage) of
skilled logicians or philosophers.

While simulation may be seen as a powerful heuristic
for deducing possible and likely future states from current
conditions, a weakness of simulation is that it must follow
the ‘arrow-of-time’. That is, it is impossible to simulate a
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complex situation in reverse to deduce likely causes or pre-
cursors of a situation: one cannot simulate spilled milk in
reverse to discover a likely cause—it is far easier to simu-
late the outcome from a particular cause such as dropping
an open milk carton onto the floor. When greater deductive
power is required than that of forward-running simulations,
it is therefore necessary to augment simulation with other
mechanisms.

We proposed (Johnston and Williams 2008) the integra-
tion of simulation and logical deduction as a way of combin-
ing the efficiency and richness of simulation with the power
of logic. Our framework generalized the method of analytic
tableaux to allow both logical terms and simulation objects
within a single search structure. A single unifying principle
based on the idea of searching through spaces of possible
worlds enabled these disparate mechanisms to be harmoni-
ously combined in a single system.

While our framework offers a mechanism for common-
sense reasoning, we acknowledge that an effective system
includes not only a reasoner, but also a comprehensive com-
monsense knowledge-base. The 20-year Cyc project (Pan-
ton et al. 2000) to create a commonsense knowledge-base
serves as a clear demonstration that such engineering can be
exorbitantly expensive. We therefore wondered, “is it pos-
sible to automate knowledge acquisition?”” Our graph-based
simulations simplify the engineering process, so we initially
expected that powerful semi-automatic engineering tools
could permit rapid knowledge elicitation. In designing these
tools, it soon became apparent that the graph representation
could allow fully autonomous learning and generalization of
aspects of the behavior of novel objects.

The purpose of this paper is therefore to explain how
learning may be incorporated into our commonsense rea-
soning framework. We view cumulative learning as an it-
erative process of hypotheses generation and selection: this
perspective can be elegantly incorporated into a tableaux
reasoning framework by ranking branches of the search tree
and allowing for factoring of sub-problems. The purpose of
these modifications is to allow branches of a tableau to con-
tain hypotheses, and for the search algorithm to focus only
on those branches with the best hypothesis.

This paper begins with a brief overview of the existing
framework: the underlying representation used by simula-
tion, and the hybrid reasoning strategy. We then explain how
the framework is extended to allow learning, and conclude
with a concrete exploration into how stochastic hill-climb-
ing and auto-associative networks may be incorporated into
this framework to allow a system to autonomously learn
simulations of novel objects.



Connectivity Graph Annotations

SemiRigidBeamVertex #189
broken: false spring-constant: 900
length: 1.2 crack-at: 101%
type: porcelain

PointMassVertex #37
x:5.592 y:0.271
mass: 2.1 rigidity: 51

temp: 22 type. porcelain

2:3.661

=

Update Functions

MomentumUpdateFunction
xi=x"+ (x'x)
Y=y oty
z' =z + (z'-2)

GravityUpdateFunction
z'i=z+z+ % X g x(At)?

Figure 1: Examples of the components of a simulation

Simulation

In the Comirit framework, simulations are used as the un-
derlying mechanism and representation for large scale
commonsense knowledge. Not all knowledge can be rep-
resented efficiently in simulations (e.g., “What is the name
of the Queen of England?’), but simulation works well in
problems governed by simple laws (such as physics) and so
simulation is used in the framework wherever possible.

Comirit simulations are a sophisticated generalization of
an early proposal by Gardin and Meltzer (1989); extended
to support 3D environments and non-physical domains.
Comirit simulations are constructed from a graph-based rep-
resentation. The fundamental structure of a problem is first
approximated by a graph. The graph is then annotated with
frame-like structures, and simulation proceeds by the itera-
tive update of the annotations by update functions.

The formal details of simulation are not needed to under-
stand this paper, so we will use illustrative examples. Read-
ers interested in the formal details should refer to our previ-
ous publication (Johnston and Williams 2007).

A Comirit simulation consists of the following parts:

1. a system clock that increments by finite intervals

2. a (relatively) static graph representation that models

the underlying structure of a problem domain,

3. a set of highly dynamic annotations that record the

state of a simulation, and

4. a static set of computable functions or constraints that

update the annotations with each iteration of the sys-

tem clock and thereby drive the computation of the

simulation.
This representation is intentionally generic. We claim that
it can be used to represent simulations from any rule-driven
problem domain including physical, social, legal, economic
and purely abstract realms. Our research has emphasized
physical reasoning and naive physics, so we will illustrate
simulation and learning through examples based upon 3D
simulations of physical models.

Consider a simple domestic robot facing a physical rea-
soning problem: given a mug filled with coffee, is it ‘safe’to
perform fast movements to carry the mug? In the Comirit
framework, the robot considers the problem by internal sim-
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ulations of the scenario; testing whether a simulated mug is
damaged by fast movement, or if such motion causes dam-
age to the environment by spilling coffee.

The generic graph structure is used to represent the un-
derlying structure of the problem. For example, the mug of
coffee can be approximated as a mesh of point masses con-
nected by semi-rigid beams. A visualization of such a graph
appears in Figure 1. Note that both the spheres and beams
are vertices of the underlying graph, their connectivity is
recorded by edges in the graph.

Each vertex of the simulation graph (i.e., each point mass
and each semi-rigid connecting bar) is annotated with a
set of frame-like attributes such as the current 3D position,
local mass distribution, rigidity, physical state, tempera-
ture and whether the local structure has been broken (due
to over-stressing). Examples of particular annotations and
values also appear in Figure 1. Note that these annotations
represent only local properties of the simulation. The total
mass of the mug of coffee is equal to the sum of all of the
mass attributes.

Simulation proceeds by the iterative update of annotation
values. Newton’s laws of motion are applied to each of the
point masses, and Hooke’s law (describing the behavior of
a spring) is applied to the connecting beams. Figure 1 il-
lustrates update functions for the laws of momentum and
gravity. Note that these functions have only short-term and
local effects.

The combined effect of iteratively computing local up-
dates on the annotations is emergent behavior that closely
resembles the actual behavior of real world scenarios. Laws
of physics are simple at the microscopic scale. The macro-
scopic shape of an object, its centre of mass, its rotational
inertia and its viscosity or brittleness vastly complicate the
physical laws of motion of large bodies, but these simply
emerge from iteration of simple laws at the microscopic
scale. Indeed, this method of simulation may be seen as
a variation on the Euler method of numerical integration.
Simulation effectively performs numerical integration over
the fundamental laws of physics that are expressed as step-
wise differential equations in the update functions.

If we run a mug of coffee simulation we may result in an
outcome such as that depicted in Figure 2. Symbolic results
are reported by simple routines that inspect the state of the
simulation to determine if, for example, any semi-rigid bars
have broken (in the case of a ‘broken’ symbol), or if any
liquid is no longer contained by the mug (in the case of a
‘mess’ symbol). This outcome would imply that the robot
should not use fast movements with the mug.

I‘mess’ symbol generated from simulation

Figure 2: Simulating a ‘fast move’ on a mug of coffee



Hybrid Architecture

Simulation is a powerful and efficient tool for commonsense
reasoning, but it only supports a ‘forward chaining’ infer-
ence mode: it is therefore an incomplete solution for general
purpose commonsense reasoning. We integrate simulation
with logical deduction in a hybrid architecture in order to
combine the strengths and complement the weaknesses of
each mechanism. That is, we use the deductive power of a
general-purpose logical reasoner to make up for the inflex-
ibility of simulation.

In combining simulation and logic, blackboard architec-
tures, tuple spaces and agent architectures serve as obvi-
ous choices for implementation: they have a long history
of application to problems of integration in intelligent sys-
tems. Unfortunately, our experience is that the conceptual
mismatch between simulation and logic is such that appli-
cation of these integration techniques eventually results in
systems that are unworkably complex and difficult to main-
tain. Instead, a clear and unifying abstraction is required to
harmonize the semantics of the reasoning mechanisms. We
claim that this can be achieved by our hybrid architecture
that performs logical deduction with the method of analytic
tableaux, and interprets both simulation and logical deduc-
tion as operations over spaces of worlds.

The method of analytic tableaux (Héhnle 2001) is an ef-
ficient method of mechanizing logical theorem proving.
Analytic tableaux have been successfully applied to large
problems on the semantic web, and there is a vast body
of literature on their efficient implementation (ibid.). The
method constructs trees (tableaux) through the syntactic
decomposition of logical expressions, and then eliminates
branches of the tree that contain contradictions among the
decomposed atomic formulae. Each branch of the resultant
tableau may be seen as a partial, disjunction-free description
of a model for the input formulae. The crucial insight is that
if a tableau algorithm is given knowledge of the world and
a query as logical input, then the conjuction of the atomic
formulae in a branch of the resultant tree represents a space
of worlds that satisfy the query.

The tableau method and simulation can thereby be uni-
fied through this common abstraction. The tableau algo-
rithm generates spaces of worlds, and simulation expands
upon knowledge of spaces of worlds (i.e., forward chains to
future states based on current states). In our framework, we
perform commonsense reasoning by generalizing the tableau
so that it can contain non-logical terms such as simulations,
functions and data-structures in addition to the standard
logical terms of traditional tableaux. Deduction proceeds by
application of both tableau rules that expand, fork or close
branches of the tree, and simulations that can expand and
close branches of the tree.

The full details of this method appear in our earlier pub-
lications, but we will review the principles here by way of a
simplified example. Consider the following scenario:

A household robot needs to move an object across a

table. Its actuators can perform a soft or a hard move-

ment. It is unsafe to move any object ‘quickly’. What
commands may be sent to the actuators?
For the convenience of our example calculations, let us as-
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time=1
mass=1
safe
command=hard-force v command=sofi-force
Figure 3a: First, each conjunct in the original query is
expanded into separate nodes.

time=1
mass=1
safe
command=hard-force v command=sofi-force
speed < 1.5
Figure 3b: The term ‘safe’is expanded per its definition.

time=1

mass=1

safe

command=hard-force v command=sofi-force
speed < 1.5

command=hard-force command=soft-force

Jorce=2 Jorce=1

Figure 3c: The tableau is forked into two branches: one
branch for each disjunct in the fifth node. ‘Hard-force’ and
‘soft-force’ are then expanded per their definitions. Logical
deduction has now ‘stalled’: no more logical rules apply.

time=1

mass=1

safe

command=hard-force v command=sofi-force
speed < 1.5

command=hard-force command=soft-force

Jorce=2 force=1

speed=2 speed=1

Figure 3d: Simulation is now invoked. As a result, the left
branch becomes inconsistent (speed=2 and speed<1.5).
The right branch remains open and therefore describes a
scenario satisfying the original query (i.e., the robot can

safely use soft-force).

sume that the mass of the object is 1kg, the soft force is 1N,
the hard force is 2N, the object is simply pushed for 1s and
unsafe speeds are 1.5ms™' or higher. Furthermore, we assume
the following highly simplified and abstracted simulation':
function simulate (Mass, Force, Time) :
set Speed := Time * Force / Mass
return {speed = Speed}
We can then convert the scenario to a logical form:
time=1 Amass=1 Asafe
(command=hard-forceV command=sofi-force)
With this logical form, we may then apply the method of
analytic tableau and simulation to find models that satisfy

"Note that while highly simplified, this algorithm has similar
constraints to real simulations: the inputs are numerical and
fully specified, and the algorithm can only be used in the
‘forward’ direction.



the formula. The algorithm proceeds in the steps illustrated
in Figures 3a-3d.

When the algorithm terminates there is a tree with only one
open branch. Reading atomic formulae along that remain-
ing branch, we see that it describes a world in which the
command=sofi-force action is applied and the object moves
safely at 1ms™.

Thus, we have used both simulation and logical deduction
in a single mechanism to solve a (simplified) commonsense
reasoning problem. Details such as data structures, methods
for prioritizing computation, search strategies and output
variables have been omitted from this example for clarity,
however these can be found in our earlier publication (John-
ston and Williams 2008).

Integrating Learning

Commonsense reasoning requires more than a hybrid
method of deduction: it depends on the availability of rich
and accurate knowledge of the world. In contrast to logical
methods that depend on highly skilled logicians painstak-
ingly encoding their intuitions into formal axiomatizations,
a small number of fundamental laws are first implemented
in a simulation, and then descriptions of the world can be
readily added to a simulation in a simple two stage process:

1. Structuring the underlying simulation graph to match
the observed structure of the situation to be simulated
(such as creating a 3D wire-frame model),

2. Configuring the annotations on the graph so that the
simulations closely predict reality.

In our own experiences with constructing simulations, we
observed that these tasks involved little mental effort but
were a tedious process of careful tuning of parameters to
match reality (e.g., trial-and-error to determine an appropri-
ate spring constant to simulate a rubber ball). We begun cre-
ating tools to support this process, but quickly realized that
tedious and undemanding tasks are ideal candidates for full
automation. Consider the following:

1. The update functions in a simulation are static: they are
easily implemented manually, and are rarely changed.
For example, once the laws of Newtonian physics have
been implemented, they can be used in simulations of
almost all mechanical systems. While we currently
view this as outside the realm of feasible automation,
we do not consider this effort to be substantial.

2. The underlying static graph can often be directly ob-
served from the environment. In the case of physical
simulations, a wire-frame approximation can be auto-
matically assembled from the 3D volumes reconstruct-
ed from moving camera images, stereoscopic vision,
LASER sensing, 3D scanning, LIDAR, Z-cameras,
direct physical contact or other scanning/imaging tech-
niques.

3. The annotations that guide the dynamic behaviour of
simulations are typically numeric so their values may
be learnt with standard machine learning techniques
(i.e., by search for parameters that minimize the error
between simulation and observed reality).

For example, if we have a household robot that uses simula-
tion as an underlying representation, then the robot can ac-
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quire knowledge of a novel object (say a mug of coffee) by
building a wireframe model from a robust 3D shape recon-
struction algorithm, and then searching for annotations that
match the observed behaviour of the object. Observations
can be used to test hypotheses about annotation values by
simulating the behaviour of the novel object and comparing
them to the observation. In our framework, the robot auto-
matically and continuously learns object and annotations in
a background ‘process’ by constantly simulating from re-
cent observations, and testing that expectations match the
current observation. This is illustrated in Figure 4.

The relationship between input and output in a simulation
is difficult to compute analytically (indeed, if there were sim-
ple analytical solutions, it is unlikely that simulation would
be applied to the problem in the first place). Annotations
must be computed by numerical optimization or machine
learning algorithms. In particular, we intend to use a greedy
search to find these values (any other generate-and-test al-
gorithm can be used, as appropriate to the problem: genetic
programming, beam search or simulated annealing).

How then, can optimization be incorporated into our uni-
fying abstraction of search over spaces of possible worlds?
Optimization requires comparison of separate spaces of
worlds, and therefore involves comparing separate parts of
the search space or separate branches of a tableau. Unfortu-
nately, the standard tableau algorithm only permits manipu-
lation or inspection of a single branch. We avoid this prob-
lem by introducing an (incomplete) ordering over branches,
and then modifying the tableau algorithm so that it searches
for minimal models. A branch in a tableau is no longer con-
sidered ‘open’ simply if it is consistent—it is open if it is ei-
ther consistent and unordered, or else it has an ordering and
is minimal among all other consistent and ordered branch-
es. That is, the algorithm considers all unordered branches,
and only one ordered branch. (Note also that if the minimal
ordered branch is found inconsistent, the next most minimal
branch is then considered again.)

We could define the ordering outside of the tableau. For
example: “Branch a is smaller than branch b if the error of
the first hypothesis in @ is smaller than that of the first hy-
pothesis in b. If the first hypothesis in a and b are equal,
then the ordering is determined by the second hypothesis
(and so on)”. However, such ordering rules are inconvenient
because they are defined outside the tableau.
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Figure 4: Background learning process



observalion”:IIl Step 1
hypothesis ={friction=1 elastic=1}
observation =
minimize(error 0’
(error0) Step 2
hypothesis ={friction=2 elastic=1} hypothesis ={friction=1 elastic=2}
simulation = simulation =
error =80% error =20% Step 3
observation,=
minimize(error,,1
( »0) Step 4

wypothesis,={friction=2 elastic=2}

simulation = simulation =

error,=5% error,=15% Step 5

observation =

minimize(error ,2)

Figure 5: An example of learning in a tableau

Instead, we define an ordering with symbols stored
within the tableau. We hold the set of propositions
minimize(VariableName, Priority) as tautologically true in
the standard tableau algorithm, but use them in evaluating
the order of the branch. The Priority is a value from a total-
ly-ordered set (such as the integers) and indicates the order
in which the values of variables are sorted: branches are first
sorted by the highest priority variable, then equal values are
sorted using the next highest priority variable, and so on.

Consider our household robot example again. If the robot
encounters a novel object it will need to find suitable param-
eters to simulate and therefore reason about the object. If
there is another agent or a designated ‘teacher’ demonstrat-
ing how to handle the object, it has a ready stream of obser-
vations for learning. If the object is simply sitting alone, it
may need to apply its most conservative and gentle action
to the object to gather some initial data. The robot can then
use a stochastic hill-climbing strategy on its observations to
learn about the object:

1. Initially, a default hypothesis about the values of an-

notations is assigned to the novel object.

2. When a new observation arrives, the robot generates a
set of alternate hypotheses (random perturbations, in
the case of a stochastic hill-climbing strategy) as a dis-
junction in the tableau: this disjunction produces new
branches in the tableau.

3. The alternate hypotheses are each simulated from the
prior observation in order to generate predictions for
the current observation. The error between expectation
and reality is computed.

4. The best hypothesis is implicitly chosen by the tableau
algorithm, due to its preference for minimally ordered

hypothesis ={friction=1,elastic=3}
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branches. The algorithm continues again with step 2.
Note also that because our tableaux can contain logic, simu-
lations and functions, the system may use logical constraints
or ad-hoc ‘helper functions’ even when searching for values
in a simulation (e.g., a constraint such as mass > 0, or a cus-
tom hypothesis generator that samples the problem space in
order to produce better hypotheses).

An example of learning the behaviour of a falling ball by

hypothesis search in a tableau appears in Figure 5:

Step 1: The tableau initially contains the first observation
of a ball and the initial hypothesis generated (many other
control objects, meshes, functions and other data will be
in the tableau, but these are not shown for simplicity).

Step 2: The system observes movement in the ball. It gener-
ates new hypotheses, seeking to find a hypothesis with
minimal error.

Step 3: The system simulates from hypothesis,. The result
of the simulation is compared with observation, to de-
termine the error in the hypothesis. The right branch has
smaller error so the left branch is no longer open.

Step 4: As with Step 2, the system observes more move-
ment and generates new hypotheses, further refining the
current hypothesis.

Step 5: The system then simulates as with Step 3, but this
time the left branch is minimal. In the following steps,
the algorithm continues yet again with more new obser-
vations and further hypothesizing...

Experimental Results

We tested an implementation of this technique in a sim-
ple virtual environment: boxes and balls of varying sizes,
masses and elasticity (some were rigid, others quite elas-
tic), were pushed by variable forces for variable periods of
time?. A virtual 2D ‘camera’ observed the interactions, and
the Comirit learning algorithm was used to construct mod-
els from observations, generate hypotheses and simulations,
and compare observation with simulations. The accuracy (as
tested across many experiments) was surprisingly high:

1. A single observation pair is sufficient to learn annota-
tions for simulating with 94% pixel-by-pixel accuracy.

2. Four observation pairs bring this accuracy up to 97.5%
accuracy.

3. Further observations result in small, incremental im-
provements, approximately halving the error with each
doubling of the number of new observations.

In our subsequent experiment, we used a broader concept
of ‘hypothesis’. Rather than learning the isolated annota-
tions of individual objects, the hypothesis space was a self-
organizing map (SOM) with feature vectors that include
observable appearance and hidden parameters. The system
retrieves an initial hypothesis for the annotations of a new
object by searching the self-organizing map with a partial
vector describing only the object’s observable appearance.
When the system observes errors between observation and
simulated expectation, a new and complete feature vector is

%i.e., Two observable object parameters (shape, size), two
hidden parameters to be learnt (mass, elasticity) and two
known observation parameters (force, duration)



generated and this is updated into the self-organising map.

We hoped to demonstrate an ability to generalize knowl-

edge, so we added structure to our learning problem:

1. Color was inversely correlated with elasticity (we ob-
serve a similar effect in real life when shiny metallic
objects in the real world are usually rigid).

2. Heavy (dense) objects were generally inelastic (as we
often observe in real life).

3. Round objects were generally inelastic (we also ob-
serve similar correlations between shape and behavior
in real life: a mug is generally rigid so that it may safely
hold hot liquids).

To our surprise, not only did the system build a self-organiz-
ing map that captured the problem structure (and therefore
allowed it to correctly generalize its learning about previ-
ously unseen ‘heavy boxes’), but the self-organizing map
improved the speed at which the algorithm learnt. This im-
provement is due to the map offering better hypotheses dur-
ing early learning by generalizing from similar cases. The
ability of the framework to rapidly learn from very few ob-
servations, meanwhile prevented it from being committed to
its SOM hypothesis when it encountered ‘outlier’ objects.

In this latter trial we used a less aggressive hill-climbing

strategy to allow greater exploration of the search space and
better test the advantage of a SOM. With this weaker strat-
egy, learning on a single object requires up to 8 observations
to achieve 90% accuracy. A randomly initialized SOM has
less than 5% accuracy, but after observing 14 objects once
each, it achieved 60% accuracy, and then reached 90% ac-
curacy after just six sets of observations and the whole map
converged after 15 sets of observations at 94% accuracy.

We consider these trials as early demonstrations of the

soundness of the basic concept. In future, we will identify
and adapt a robust 3D reconstruction technology, and run
these experiments on real world objects within real world
settings. We have skimmed over many of the details of au-
to-associative learning with self-organizing maps because
we expect to make dramatic changes when we fine-tune
the technique to real world problems. We are, however,
extremely encouraged by the success of our relatively na-
ive implementation. In future, we plan to extend the use of
SOMs to assist in constructing the graph-based models (i.e.,
by extrapolating the obscured shape of the object from ob-
served shape) and for allowing rich shape-based and affor-
dance-based indexing, retrieval and similarity testing.

Performance Considerations

While placing an ordering on branches enables the tableau
algorithm to emphasise optimal consistent branches and
discontinue search on suboptimal branches, the suboptimal
branches cannot be discarded from memory. This is because
an optimal branch may later be found inconsistent, and
therefore cause a previously suboptimal branch to become
the most optimal consistent branch that remains.

In many cases, however, it may be known that this cannot
happen. For example, it may be known that any inconsis-
tency will apply to all ordered branches, or it may be known
that ordered branches will never contain inconsistency. In
this case it is possible to introduce Prolog-style ‘cuts’ into the
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tableau: special terms to indicate that non-optimal branches
may be dropped. Of course, care must be taken to ensure
that cuts are genuinely free of unintended side-effects—that
they are ‘green cuts’, to use the terminology of Prolog.
Another concern is that robots will need to simultaneous-
ly learn while engaged in action. If action and learning oc-
curs in the same tableau, there is a need to prevent branching
in decision-making from causing the same learning problem
to repeat in multiple branches of the tableau. This can be
solved by careful factoring: continuous online learning is
performed in a separate tableau, but the contents of that tab-
leau are implicitly read in logical conjunction with the con-
tents of the primary action and decision making tableau.
Such optimizations have straightforward implementation,
however we will provide full details in future publication.

Conclusion

Parameter-driven simulations are not only an effective mech-
anism for rich commonsense reasoning, but they lend them-
selves to rapid and autonomous acquisition. We have shown
how models of learning can be elegantly incorporated into
the Comirit framework (and potentially other tableau-based
systems). The extended framework thus simulateously com-
bines the effectiveness and efficiency of simulation with the
ability for autonomous knowledge acquisition, and with the
full power and generality of logical formalisms.

To date, we have demonstrated the system on simple (but
useful and plausible) learning problems. Early experimental
results are extremely encouraging: the system learns rapidly
and with very few observations.

As a long term goal, we plan to have Comirit autono-
mously acquire from observation, even the fundamental
laws of a simulation and the mechanisms for model build-
ing. In particular, we hope that interaction in a complex
environment (such as the 3D world) may be interpreted as
a problem of determining a hierarchical non-linear flow of
‘entities’ within an environment. To whatever degree such
automation is possible, our framework can accommodate
any learning that can be expressed as an optimization prob-
lem, and yet allow for ongoing integration with symbolic
and logical formalizations.
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Abstract

Computationally expensive processes, such as deductive rea-
soners, can suffer performance issues when they operate over
large-scale data sets. The optimal procedure would allow rea-
soners to only operate on that information that is relevant.
Procedures that approach such an ideal are necessary to ac-
complish the goal of commonsense reasoning, which is to en-
dow an agent with enough background knowledge to behave
intelligently. Despite the presence of some procedures for
accomplishing this task one question remains unanswered:
How does one measure the performance of procedures that
bring relevant information to bear in KR systems?

This paper answers this question by introducing two meth-
ods for measuring the performance of context-based informa-
tion retrieval processes in the domain of KR systems. Both
methods produce an f-measure as a result. These methods are
evaluated with examples and discussion in order to determine
which is more effective. Uses of these measures are also dis-
cussed.

Introduction

Computationally expensive processes, such as deductive
reasoners, can suffer performance issues when they oper-
ate over large-scale data sets. The optimal procedure would
allow such processes to operate with only the information
that is relevant to the current task. Bringing relevant in-
formation to bear has numerous applications in context-
aware agents/devices (Arritt & Turner 2003; Dey 2001;
Bradley & Dunlop 2005; Dourish 2004; Kurz, Popescu, &
Gallacher 2004).! In KR systems, reasoning is probably
most hampered in large-scale knowledge bases due to com-
plicated procedures, like building and maintaining search
trees resulting from knowledge base queries. Such con-
cerns with large-scale knowledge bases have been discussed
previously (Subramanian, Greiner, & Pearl 1997) and vari-
ous solutions have been offered (Haarslev & Moller 2001;
Levy, Fikes, & Sagiv 1997; Lenat 1998; 1995). Due to these
concerns, a method for including a minimal set of back-
ground knowledge for the current task is necessary if we are

"Here “context” is not the knowledge representation and rea-
soning (KR) sense of the term, but defined as “the structured set of
variable, external constraints to some (real or artificial) cognitive
process that influences the behavior of that process in the agent(s)
under consideration” (Kandefer & Shapiro 2008).
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to accomplish the goals of commonsense reasoning, which
is to endow an agent with all the commonsense knowledge
necessary to exhibit intelligent behavior. Methods for solv-
ing this problem have been proposed or implemented in the
past (Anderson 2007), and others are capable of being im-
plemented in KR systems (Arritt & Turner 2003). However,
one question remains unanswered: How does one measure
the performance of procedures that bring relevant informa-
tion to bear in KR?

This paper answers this question by discussing two meth-
ods for measuring the performance of context-based infor-
mation retrieval (CBIR) processes in the domain of KR sys-
tems:

e Relevance Theoretic Measure, and
e Distance from the Optimal

The first is based on a method for determining the rele-
vance of a subset of an agent’s knowledge base given con-
textual information. Sperber and William (1995) initially
proposed the relevance-theoretic approach for use in model-
ing communication, but believe it has uses in other cognitive
processes. Harter (1992) agrees with this notion, but claims
that the approach is also useful for determining relevance in
information retrieval (IR) testing. Borlund and Ingwersern
(1997) agree, but limit this type of testing to a particular type
of relevance called “situated relevance”. The distance from
the optimal is our own method.

There are several uses for measurement methods like the
above. The foremost is comparing the results of various
CBIR procedures. Cohen (1995) has noted that we often
do not know if a program has worked well, or poorly. Such
evaluations often deal with speed and space considerations,
but in CBIR procedures we are also interested in measuring
the utility of the results. The measures above are one way of
accomplishing this.

Other than comparing CBIR procedures, many CBIR pro-
cedures, such as spreading activation (Howes 2007; Crestani
1997; Loftus 1975) and context diagnosis (Arritt & Turner
2003), operate by utilizing various parameters that can be set
to influence their performance. These parameters are given
arbitrary values and then tested to find suitable levels. The
above measurements schemes can aid in the process, and
potentially make it automatic.

Though the two measurement methods can be used for
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Figure 1: Context-Based Information Retrieval Process

the above tasks, our interest in this paper is in determining
which makes a more effective tool for evaluating CBIR re-
sults. In order to accomplish this we will calculate the f-
measure values of these methods when applied to example
CBIR results. A f-measure is the standard measure for eval-
uating IR results.

Context-Based Information Retrieval

CBIR is an independent, preprocessing step that occurs be-
fore reasoning. A general CBIR procedure operates by ex-
amining an input, typically sensory. It uses that input to con-
strain the knowledge that is available to the reasoner. This
process is depicted in Fig. 1.

The CBIR procedure receives input (I), which contains
the contextual constraints and other information about the
situation; and the background knowledge (BKS) containing
any knowledge that will be evaluated by the CBIR proce-
dure. With this the CBIR procedure produces a subset of
the background knowledge, called retrieved propositions,
for use by a reasoning engine, that can then be queried (Q).
These queries could also be expected goals an embodied
agent should be capable of achieving in context.

In “The Handle Problem” domain (Miller & Morgenstern
2006), which is the problem of inferring whether or not an
object can be used as a handle through a description of its
properties and relationships with other objects, an example
of such input would be spatial information about some ob-
jects that might be door handles. Such information could
contain a unique identifier for an unidentified object, the
object’s shape (e.g., conical, rectangular, etc.), and feature
information (e.g., whether the object is inverted, or blunt).
An example of background knowledge in such a domain
would include various assertions about using objects with
certain properties as handles. Though the CBIR procedure
ultimately produces information for consumption by the rea-
soner, the tasks of the reasoner can also influence what in-
formation should be retrieved. This is apparent in goal seek-
ing situations, such as question answering. As such, some
CBIR procedures take into account the goals of the agent or
the state of a problem they are solving and provide these as
input.

The most important aspect of the process requires that the
CBIR procedure output any retrieved propositions, which
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will be used by the reasoning engine. As such, the knowl-
edge provided as relevant by the CBIR procedure will al-
ways be a subset of the BKS. This information is selected
by the CBIR procedure through an algorithm that examines
the BKS and 1. This algorithm varies between CBIR proce-
dures, but it should be noted that most do not examine the
entirety of the BKS, but only an initial subset determined by
1. The retrieved propositions determines a successful CBIR
procedure, and what we will evaluate.

Measuring Results

As previously mentioned the output of the CBIR procedure
is a subset of the BKS, called the retrieved propositions, and
a means of establishing successful results is required. In
information retrieval (IR) the accepted practice for evaluat-
ing such results is to calculate an f-measure. An f-measure
score is between 0.0 and 1.0, with 0.0 indicating the poor-
est result and 1.0 a perfect retrieval. An f-measure identifies
situations where IR results contain unnecessary information,
called precision, and where the results do not contain enough
information, called recall. In order to calculate an f-measure
(Fig. 2) for CBIR results the retrieved propositions and an-
other set of propositions, called the relevant propositions,
are necessary. Below two methods for acquiring a set of
relevant propositions and using them for evaluating the re-
trieved propositions from a CBIR process are discussed. In
both of these methods the process of generating the set of
relevant propositions can be accomplished any time prior to
the calculation of the f-measure for the CBIR results.

Relevancy Theory

Relevancy Theory (Sperber & Wilson 1995) is a model de-
veloped by Wilson and Sperber in the field of pragmatics
that is used for explaining the cognitive process listeners
undertake as they approach an understanding of a speaker’s
utterance. A system implementing this model is said to be
using a relevance-theoretic method. The relevance-theoretic
approach is not limited to establishing the relevance of an ut-
terance, but also of observable phenomena, memories, and
current thoughts. The process of determining relevancy re-
lies on a principle that states something is relevant to a cog-
nitive agent, if the agent can utilize it to draw conclusions
that matter to it. When such conclusions are reached this is
said to be a positive cognitive effect.

In relevance theory these positive cognitive effects are
utilized to measure the degree of relevancy of a particular
input, where an input could be any of the cognitive artifacts
discussed above. However, most of the discussion by
Wilber and Sperber has focused on the communication
aspects of relevancy, and determining when an utterance
is relevant to the current working memory contents of an
agent. The working memory of the agent is represented as
a set of propositions, which are a subset of the contents of
the agent’s BKS. These assumptions are used by William
and Sperber to define positive cognitive effects. We take
that definition, but modify it slightly so it can be used for
determining the set of relevant propositions in an agent’s
BKS, rather than an utterance the agent encounters. We



Recall (r) Precision (p) F-measure (F)
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Figure 2: Formulas for computing the f-measure (van Rijsbergen 1979)

Entire Knowledge Base

Al :
A2 :
A3
A4 :
A5
A6 :
AT

Blunt(hl).
Conical(hl).

V(x,y)(Blunt(z) A Conical(x) A Drawer(y) A ConnectedByTip(xz,y) — Handle(x)).
V(z)(Handle(x) — CanBePulled(z)).

V(x,y)(Rope(x) A Light(y) A Connected(z,y) — CanBePulled(x)
V(z,y)(Blunt(xz) A Conical(y) A ConnectedByBase(x,y) — ~Handle(x)
V(x)(Drawer(x) — ContainsItems(x)).

Figure 3: The entire knowledge base

define a positive cognitive effect as follows (italicized words
will be discussed below):

Given I/ and Q, as sets of propositions, and BKS, then
if there is a proposition p that is an element of BK S, but
not an element of {I U Q}, then p is a positive cognitive
effect if either:

2. p helps strengthens some ¢ that is an element of

{IUQ},or

3. p contributes to a contextual implication, which is defined
as the condition where:

(a) {{I UQ} U BKS} non-trivially derives using p some
proposition ¢, and

(b) {I UQ} alone does not non-trivially derive ¢, and

(¢) BKS alone does not non-trivially derive g

In case (1) a comparison between the {I U Q} and BK' S
is made that determines if any of the propositions contradict
one another. Each proposition in BK S that does is consid-
ered a positive cognitive effect. Case (2) involves a notion
of strengthening that can occur when two sets of proposi-
tions are compared. The strengthening of proposition ¢ in
{I UQ} occurs when: (1) {{I UQ} U BKS} non-trivially
derives q, or (2) BK .S non-trivially derives g, which was
derived in {I U Q} already. Any propositions that are mem-
bers of BK S and that are involved in such derivations are
counted as positive cognitive effects. Case (3) establishes as
positive cognitive effects those propositions in BK S that are
involved in a non-trivial derivation using propositions from
both {/ UQ} and BK S, which can not be done by {I U Q}
or BK S independently.

Of the three cases two rely on a notion of a non-trivial
derivation. A formalization of this concept is not trivial, not
provided by William and Sperber, and beyond the scope of
this paper. For the sake of simplicity we will consider any
proposition involved in a modus ponens rule of inference to
be non-trivial in our examples.

With the above method for establishing positive cogni-
tive effects the relevance-theoretic approach can be used
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for measuring the relevancy of the set of retrieved proposi-
tions from a CBIR procedure. To accomplish this the above
method is used to find all the positive cognitive effects in
BKS. This resulting proposition set is taken as the relevant
propositions. With the retrieved propositions and relevant
propositions available the recall, precision, and f-measure
can be calculated for each CBIR output using the formulas
in Fig. 2.

To illustrate, assume we have the KB depicted in Fig. 3
as the BKS (created by us from propositions that might be
useful for solving “The Door Handle Problem”) and three
retrieved proposition sets: Usable Conical Drawer Handles,
Conical Drawer Handles, and Misc. Handles and Drawers.
Assume also that these were output as relevant from three
different CBIR procedures, and that they have the proposi-
tional content depicted in Fig. 4.

Suppose the following proposition set is a combination
of the expected input and query, {I U Q}, to the agent
in context: {Drawer(dl) A ConnectedByTip(hl,dl) A
CanBePulled(hl)}. With this the relevance theoretic ap-
proach determines that { A1, A2, A3, A4, AT} are the rele-
vant propositions of the background knowledge sources as
they are involved in part of contextual implications that re-
sult in the derivation of Handle(hl), CanBePulled(hl) , and
Containsltems(dl). With this the f-measure can be calcu-
lated for each CBIR retrieved propositions set. This is done
using the cardinality of the retrieved propositions (Ret.), the
cardinality of the relevant propositions (Rel.), and the cardi-
nality of their intersection (Int.). (Fig. 5). For example, the
Usable Conical Drawer Handles has retrieved four propo-
sitions that are all in the relevant proposition set. As such,
the intersection between he two is also four and it receives
a precision of 1.0 (4/4). However, there are five relevant
propositions, as such the recall is 0.8 (4/5).

Given the results of the f-measure calculation, the re-
trieved proposition sets that is most relevant would be Us-
able Conical Drawer Handles. As such the relevancy
method that retrieved that proposition set would be deemed
better at the CBIR procedure than the other two.




Usable Conical Drawer Handle

A3 : Blunt(hl).
A4 : Conical(hl).

Al :V(x,y)(Blunt(z) A Conical(x) A Drawer(y) A Connected ByTip(x,y) — Handle(z)).
A2 :¥Y(x)(Handle(x) — CanBePulled(x)).

Conical Drawer Handles

Al :
A2 :
A3
A4 :
A6 :

Blunt(hl).
Conical(hl).

V(z,y)(Blunt(x) A Conical(z) A Drawer(y) A ConnectedByTip(z,y) — Handle(x)).
V(x)(Handle(x) — CanBePulled(x)).

Y(x,y)(Blunt(z) A Conical(y) A ConnectedByBase(x,y) — ~Handle(x)

Misc. Handles and Drawers

A2 :
A3
A4 :
Ab:
AT

Blunt(hl)
Conical(hl).

V(z)(Handle(z) — CanBePulled(x)).

V(z,y)(Rope(x) A Light(y) A Connected(x,y) — CanBePulled(x)
V(x)(Drawer(x) — ContainsItems(x)).

Figure 4: Three different outputs from different context-sensitive retrieval operations.

Retrieved Proposition Set Rel. | Ret. | Int. | Recall | Precision | F-Measure
Usable Conical Drawer Handles 5 4 4 0.8 1.0 0.889
Conical Drawer Handles 5 5 4 0.8 0.8 0.8
Misc. Handles and Drawers 5 5 4 0.8 0.8 0.8

Figure 5: The results of calculating the f~measure using a relevance theoretic approach.

Distance from the Optimal

Distance from the optimal is a method of testing that ex-
amines the input to a system and creates the optimal results
on which to compare a system’s future performance. In the
CBIR model, if given a reasoning query (i.e., a particular
reasoning task given to the reasoner) Q, the input proposi-
tions I, the contents of the background knowledge sources
BKS, and a reasoner, that is capable of keeping track of the
origin sets,? or equivalent, then the optimal solution for the
original query can be calculated. This is accomplished by
the following algorithm:

1. Given some query proposition () that the reasoner is asked
to derive, the entire knowledge base BK S that the CBIR
procedure would access, and an input [ that the CBIR
procedure would use to produce its output.

. Load the BK S into the reasoner.
. Add I to the BKS.

. Query the reasoner on Q).

wn A~ W N

. Examine the origin set for @, OS(, defined as:?
0Sg={A—-I|AC{BKSUI}A

2An origin set for a proposition is the set of propositions used
in the derivation of that proposition. Origin sets originate from
relevance logic proof theory (Shapiro 1992).

3 A+ B indicates that a proposition B can be derived from the
set of propositions A.
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6. Select the sets in OSg that have the minimal cardinal-
ity. This new set of origin sets will be denoted with
min(0Sq).>

After this process is complete we have those origin sets
that derive (), and that also contain the minimal number of
propositions needed to do so. Since these propositions are
necessary for reasoning to the desired conclusion and min-
imal, we shall consider any origin set in the set of minimal
solutions an optimal solution. With the possible optimal so-
lutions in hand, we can measure the results of a CBIR proce-
dure against each optimal solution and compute a f-measure
for the results.

The presence of multiple optimal solutions poses some
problems for computing the f-measure. To handle this recall,
precision, and f-measure must be calculated treating each
optimal solution as the relevant propositions and then com-
paring it to the CBIR output, or the retrieved propositions.
The highest f-measure is chosen as the result. The reason
for choosing the highest is that the CBIR output might share
few propositions with some of the optimal solutions, but still
match one of them precisely. In such a scenario the CBIR

*I is removed since in a CBIR procedure it is automatically
provided to the reasoner and it should not impact retrieval scores.

This step is performed as there can be multiple reasoning
“paths” to () in a BK S that use different proposition sets.



Retrieved Proposition Set Rel. | Ret. | Int. | Recall | Precision | F-Measure
Usable Conical Drawer Handles 4 4 4 1.0 1.0 1.0
Conical Drawer Handles 4 5 4 1.0 0.8 0.889
Misc. Handles and Drawers 4 5 3 0.75 0.6 0.667

Figure 6: The results of calculating the f-measure using the distance from the optimal approach.

output is at least capable of generating one of the perfect so-
lutions. Formulas for recall, precision, and the f-measure are
the same as those used in the relevance-theoretic approach
(Fig. 2).

To illustrate how this measure can be used for evaluating
the results of CBIR procedures consider an example using
the the knowledge base depicted in Fig. 3 as the BK S pa-
rameter in the above algorithm. Let I be the proposition:
ConnectedByTip(hl,dl) A Drawer(dl) and Q the query
CanBePulled(h1)?.5 After execution of the query we re-
ceive one origin set for Q: {Al, A2, A3, A4}, and since it
is the only one, it is inserted into min(OSg). With these
values calculated we can now compare the optimal solution
against the CBIR procedure outputs. We will again use the
ones discussed in Fig. 4. The results are depicted in Fig. 6.

Since Usable Conical Drawer Handles is the actual op-
timal solution OSy it gets a perfect f-measure of 1.0. The
Conical Drawer Handles receives the next highest as it had
a perfect recall, but contain one extraneous proposition af-
fecting its precision. The last retrieved proposition set, Rope
Handles, was penalized heavily as it did not retrieve all of
the relevant propositions (recall) and contained numerous
propositions that weren’t part of the relevant proposition set
(precision).

Evaluation

Though both methods measure the same unit (i.e., proposi-
tions) and rely on rules of inference to ultimately create a
score for the results, they differ in their generation of the
relevant propositions, and thus, the f-measure. The great-
est difference is that the relevance-theoretic uses the input
to find all possible propositions that trigger positive cogni-
tive effects, while the distance from the optimal only looks
for the minimal set needed. This can result in needed dis-
crimination when measuring CBIR results. In the example
this is illustrated when the relevance-theoretic approach pro-
vided the same score for Conical Drawer Handles and Misc.
Handles and Drawers, while the distance from the optimal
provides a useful distinction.

The relevance-theoretic approach also values higher those
CBIR outputs that contain multiple solutions to the same
problem, since all propositions involved in those solutions
would cause positive cognitive effects, despite the fact that
only one solution is needed. This ultimately causes more
reasoning and more computation time, which is what we
would like a CBIR procedure to avoid. The distance from

SThis differs slightly from the previous example since the rele-
vance theoretic approach does not take into account how the re-
trieved propositions will be used (e.g., expected queries, agent
goals).
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the optimal method values CBIR procedures that produce
close to optimal solutions, and ones with multiple solutions
would be considered as having extraneous propositions.

Finally, one important difference between the two meth-
ods is that the relevance-theoretic approach requires a for-
malization of a non-trivial deduction. This is not an easy
task, as it involves determining which rules of inference and
which combinations of them are trivial.

Measurement Requirements

For the two methods presented for measuring CBIR in
knowledge representation and reasoning (KR) a KR system
is needed to perform the actual measurements. This system
need not be the same as the one in the process diagram. It
requires the ability to:

e Store and reason over a large number of propositions.
The CBIR methods are designed to retrieve relevant infor-
mation from larger knowledge bases and present them to a
reasoner to limit processing. While this design is done to
eliminate the need for a KR system to have all of the back-
ground information available to it, measuring the success
of CBIR processes does need a KR system to reason over
the entire knowledge base every time a relevant propo-
sition set needs to be generated. While the term “large”
is vague a knowledge base with approximately 100,000
propositions causes problems for some reasoning tasks.
Speed of reasoning is not required for the measurements.

e Perform forward and backward chaining. Both mea-
surements rely on forward chaining, and the distance from
the optimal relies on backward chaining to generate the
set of relevant propositions, which are used in measuring
the results of the CBIR procedures.

e Detect non-trivial deductions. The relevance-theoretic
approach requires that the KR system recognize non-
trivial derivations in order to prevent the mislabeling of
trivial propositions in that derivation as relevant. These
non-trivial derivations are needed to populate the set of
relevant propositions.

e Compute and store the origin sets of derived propo-
sitions. The distance from the optimal measurement re-
quires that the KR system keep track of the minimal num-
ber of propositions required to derive another proposition
(i.e., the origin set) in order to create the set of relevant
propositions.

Conclusions and Future Work

The relevance-theoretic approach for determining the rele-
vant propositions in a knowledge base, an approach that has
been proposed as a useful method for determining relevancy



in information retrieval, was found to be less successful than
the distance from the optimal method for measuring the re-
sults of CBIR procedures. This was mostly because the rel-
evant theoretic approach finds all solutions to a problem and
marks all propositions involved in those solutions as rele-
vant, while the distance from the optimal finds the minimal
number. Some theoretical issues also hinder the relevance-
theoretic approach. Its reliance on trivial implications is
one such issue, as they are difficult to properly formalize.
This formalization step is necessary prior to development of
a tool that can use the relevance-theoretic approach for mea-
suring the results of CBIR procedures. The long-term goals
of commonsense reasoning will require methods for retriev-
ing a subset of an agent’s background knowledge based on
context. CBIR procedures address this issue, and choosing
method for measuring their performance will be required.
Apart from these findings, a theoretical discussion and an
example was used to compare the two measures. Examples
like this serve as a useful precursor to the development of
test cases for evaluating the measures against each other. In
the future we will explore such test cases. In doing so, a for-
malization of non-trivial deductions will also be produced.
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Abstract

Most previous logical accounts of goals do not deal with
prioritized goals and goal dynamics properly. Many are re-
stricted to achievement goals. In this paper, we develop a log-
ical account of goal change that addresses these deficiencies.
In our account, we do not drop lower priority goals perma-
nently when they become inconsistent with other goals and
the agent’s knowledge; rather, we make such goals inactive.
We ensure that the agent’'s chosen gfiratisntions are con-
sistent with each other and the agent’s knowledge. When the
world changes, the agent recomputes her chosen goals and
some inactive goals may become active again. This ensures
that our agent maximizes her utility. We prove that the pro-
posed account has desirable properties.

Introduction

There has been much work on modeling agent’s mental
states, beliefs, goals, and intentions, and how they inter-
act and lead to rational decisions about action. As well,
there has been a lot of work on modeling belief change.
But the dynamics of motivational attitudes has received
much less attention. Most formal models of goal and goal
change (Cohen and Levesque 1990; Rao and G&drge1;
Konolige and Pollack 1993; Shapiet al. 1995) assume
that all goals are equally important and many only deal
with achievement goals. Moreover, most of these frame-
works do not guarantee that an agent’s goals will prop-
erly evolve when an action/event occurs, e.g. when the

tions/events occur and the agent’s knowledge changes. We
define the agent'shosen goalsr intentions in terms of this
goal hierarchy. Our agents maximize their utility; they will
abandon a chosen goalif an opportunity to commit to a
higher priority but inconsistent witk» goal arises. To this
end, we keep all prioritized goals in the goal base unless
they are explicitly dropped. At every step, we compute an
optimal set of chosen goals given the hierarchy of prioritized
goals, preferring higher priority goals such that chosen goals
are consistent with each other and with the agent's knowl-
edge. Thus at any given time, some goals in the hierarchy
are active, i.e. chosen, while others are inactive. Some of
these inactive goals may later become active, e.g. if a higher
priority active goal that is currently blocking an inactive goal
becomes impossible.

Our formalization of prioritized goals ensures that the
agent always tries to maximize her utility, and as such dis-
plays an idealized form of rationality. In the fifth section,
we discuss how this relates to Bratman’s (1987) theory of
practical reasoning. We use an action theory based on the
situation calculus along with our formalization of paths in
the situation calculus as our base formalism.

In the next section, we outline our base framework. In the
third section, we formalizeathsin the situation calculus to
support modeling goals. In the fourth section, we present
our model of prioritized goals. In the fifth and sixth section,
we present our formalization of goal dynamics and discuss
some of its properties. Then in the last section, we summa-

agent’s beliefs/knowledge changes or a goal is adopted or rize our results, discuss previous work in this area, and point

dropped (one exception to this is the model of prioritized
goals in (Shapiro and Brewka 2007)). Dealing with these
issues is important for developing effective models of ratio-
nal agency. It is also important for work on BDI agent pro-

to possible future work.

Action and Knowledge
Our base framework for modeling goal change is the situa-

gramming languages, where handling declarative goals is an tion calculus as formalized in (Reiter 2001). In this frame-

active research topic.
In this paper, we present a formal model of prioritized

work, a possible state of the domain is represented by a sit-
uation. There is a set of initial situations corresponding to

goals and their dynamics that addresses some of these issueshe ways the agent believes the domain might be initially,

In our framework, an agent can have multiple goals fiedi
ent priority levels, possibly inconsistent with each other. We
define intentions as the maximal set of highest priority goals
that is consistent given the agent’s knowledge. Our model
of goals supports the specification of general temporally ex-
tended goals, not just achievement goals.

We start with a (possibly inconsistent) initial set -
oritized goalsor desires that are totally ordered according
to priority, and specify how these goals evolve when ac-
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i.e. situations in which no actions have yet occurred. $hit(
means thas is an initial situation. The actual initial state

is represented by a special const&pt There is a distin-
guished binary function symbalo wheredo(a, s) denotes

the successor situation ®resulting from performing the
actiona. Relations (and functions) whose truth values vary
from situation to situation, are called relational (functional,
resp.) fluents, and are denoted by predicate (function, resp.)
symbols taking a situation term as their last argument. There



is a special predicate Poss&,used to state that actiers
executable in situatioa

Our framework uses a theoBy,sic that includes the fol-
lowing set of axioms: (1) action precondition axioms, one
per actiona characterizing Posa(s), (2) successor state
axioms (SSA), one per fluent, that succinctly encode both
effect and frame axioms and specify exactly when the flu-
ent changes (Reiter 2001), (3) initial state axioms describ-
ing what is true initially including the mental states of the
agents, (4) unique name axioms for actions, and (5) domain-
independent foundational axioms describing the structure of
situations (Levesquet al. 1998).

Following (Scherl and Levesque 2003), we model knowl-

edge using a possible worlds account adapted to the situa-

tion calculus.K(s, s) is used to denote that in situatien
the agent thinks that she could be in situat®nUsingK,

the knowledge of an agent is defined?agnow(®, s) o

Vs. K(S,s) o ®(9), i.e. the agent know® in sif ® holds

in all of herK-accessible situations m K is constrained to

be reflexive, transitive, and Euclidean in the initial situation
to capture the fact that agents’ knowledge is true, and that
agents have positive and negative introspection. As shown

in (Scherl and Levesque 2003), these constraints then con-

tinue to hold after any sequence of actions since they are
preserved by the successor state axiomkforWe also as-

is by making them correspond to such pasd):

Axiom 2 Vp. Startsf, s) o (IF. Executablef, s)

AVYS. OnPathp, s') = OnPathASFE, s, 5)),
YF, s. Executablelf, s) o Ap. Startsp, s)
A VYS. OnPathASHE, s,s') = OnPathp, ).

This says that for every path there is an executable ASF that

produces exactly the sequence of situations on the path from

its starting situation. Also, for every executable ASF and

situation, there is a path that corresponds to the sequence of

situations produced by the ASF starting from that situation.
def

OnPathASHE, s, ) =
s<s AVas.s<do@a,s)<soF(s)=a,

Executablef, s) £' V<. OnPathASFE, s, §) > PossE(S), §).

Here, OnPathASHH, s,s) means that the situation sequence
defined by §,F) includes the situatiod. Also, the situation
sequence encoded by a stratéggnd a starting situatios

is executableff for all situationss’ on this sequence, the
action selected b¥ in s’ is executable irs'.

We will use both state and path formulae. A state formula
®(s) is a formula that has a free situation variabli it,
whereas a path formulg(p) is one that has a free path vari-
ablep. State formulae are used in the context of knowledge

sume that all actions are public, i.e. whenever an action (in- while path formulae are used in that of goals. Note that,
cluding exogenous events) occurs, the agent learns that |thasby incorporating infinite paths in our framework, we can
happened. Note that, we work with knowledge rather than eyaluate goals over these and handle arbitrary temporally

belief. Although much of our formalization should extend
to the latter, we leave this for future work.

Paths in the Situation Calculus

To support modeling temporally extended goals, we intro-
duce a new sort gbaths, with (possibly sybuper-scripted)
variablesp ranging over paths. A path is essentially an
infinite sequence of situations, where each situation along
the path can be reached by performing s@xecutableac-

tion in the preceding situation. We introduce a predicate
OnPathp, s), meaning that the situatiais on pathp. Also,
Startsf, s) means thatis the starting situation of path. A
pathp starts withsiff sis the earliest situation op:?

Axiom 1
Startsp, s) = OnPathf, s) A VS. OnPathp,s) > s< s.

In the standard situation calculus, paths are implicitly
there, and a path can be viewed as a paiF) consisting of a
situations representing the starting situation of the path, and
a functionF from situations to actions (callefiction Selec-
tion Functiong(ASF) or strategies in (Shapiet al. 1995)),
such that from the starting situatianF defines an infinite
sequence of situations by specifying an action for every sit-
uation starting frorms. Thus, one way of axiomatizing paths

We will be quantifying over formulae, and thus assugsic
includes axioms for encoding of formulae as first order terms, as in
(Shapiroet al. 2007).

20 is a state formula that can contain a situation variafdsy,
in the place of situation terms. We often suppraes/ when the
intent is clear from the context.

3In the following, s < s means thats' can be reached from
s by performing a sequence of executable actiopss s is an
abbreviation fos< s vs=7¢.
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extended goals; thus, unlike some other situation calculus
based accounts where goal formulae are evaluated w.r.t. fi-
nite paths (e.g. (Shapiro and Brewka 2007)), we can handle
for example unbounded maintenance goals.

We next define some useful constructs. A state formula
eventually holdsver the pattp if @ holds in some situation

that is onp, i.e.o®(p) £3g. OnPathp, s) A ®(s). Other
Temporal Logic operators can be defined similarly, e.g. al-
ways®: od(p).

An agentknowsin s that ¢ has becoménevitableif ¢

holds over all paths that starts withtKaaccessible situation
def

in s, i.e. Kinevitable(¢s) = ¥Yp. Startsp,s) A K(s,s) D
¢(p). An agent knows ins that ¢ is impossible if she
knows that-¢ is inevitable ins, i.e. KImpossiblet, s) £
Kinevitabletg, s).

Thirdly, we define what it means for a path to be a
sufix of another pattp w.r.t. a situatiors:

Suffix(p’, p, S) £ OnPathp, s) A Startsf’, s)
AVS. 8 > s> OnPathp,s) = OnPathf’, s).

Fourthly, SameHisH, s;) means that the situationsg
ands; share the same history of actions, but perhaps starting
from different initial situations:

Axiom 3 SameHist§;, s,) = (Init(sy) A Init(sy)) v
(Fa, s, s,. s1 = do(a,s)) A 5, = do(a,s,) A SameHist§;, S,)).

Finally, we say thaty has becomenevitablein s if ¢

holds over all paths that starts with a situation that has the

same history as: Inevitable, s) £ V¥p,s. Startsp,s) A

SameHist§', s) > #(p).



Prioritized Goals

Most work on formalizing goals only deals with static goal
semantics and not their dynamics. In this section, we for-
malize goals or desires with féerent priorities which we
call prioritized goals(p-goals, henceforth). These p-goals

are not required to be mutually consistent and need not be

actively pursued by the agent. In terms of these, we de-
fine the consistent set ochosen goalsr intentions (c-goals,
henceforth) that the agent is committed to. In the next sec-
tion, we formalize goal dynamics by providing a SSA for p-

goals. The agent’s c-goals are automatically updated when

her p-goals change.

Not all of the agent’s goals are equally important to her.
Thus, it is useful to support a priority ordering over goals.
This information can be used to decide which of the agent’s

c-goals should no longer be actively pursued in case they be-

come mutually inconsistent. We specify each p-goal by its
own accessibility relatigifluentG. A pathpis G-accessible

at priority leveln in situations (denoted byG(p,n, s)) if all

the goals of the agent at levelare satisfied over this path
and if it starts with a situation that has the same action his-
tory ass. The latter requirement ensures that the agent’s p-

goal-accessible paths reflect the actions that have been per-

formed so far. A smallen represents higher priority, and the
highest priority level is 0. Thus here we assume that the set
of p-goals are totally ordered according to priority. We say
that an agent has the p-goal tlgedt leveln in situationsiiff

¢ holds over all paths that afe-accessible atin s:

PGoal(¢n,s) £ Vp. G(p,n,s) > ¢(p).

To be able to refer to all the p-goals of the agent at some
given priority level, we also definenly p-goals.

OPGoal(¢n, s) &' PGoals, n,s) A Vp. ¢(p) > G(p,n,s).

An agent has the only p-goal thatat leveln in situations
iff ¢ is a p-goal ah in s, and any path over whighholds is
G-accessible at in s.

A domain theory for our frameworb includes the ax-
ioms of a theornDy,sic as in the previous section, the axiom-
atization of paths i.e. axioms 1-3, domain dependent initial
goal axioms (see below), the domain independent axioms 4-
7 and the definitions that appear in this section and the next.
We allow the agent to have infinitely many goals. We expect
the modeler to include some specification of what paths are
G accessible at the various levels initially. We call these ax-
iomsinitial goal axioms. In many cases, the user will want
to specify a finite set of initial p-goals. This can be done by
providing a set of axioms as in the example below. But in

general, an agent can have a countably infinite set of p-goals,

e.g. an agent that has the p-goal at leved know what the
n-th prime number is for alh. The agent's set of p-goals
can even be specified incompletely, e.g. the theory might
not specify what the p-goals at some level are initially.

We use the following as a running example. We have an
agent who initially has the following three p-goalgy =
oBeRich,¢1 = ©GetPhD, an@, = oBeHappy at level (1,
and 2, respectively. This domain can be specified using the
following two initial goal axioms:

(a) Init(s) > ((G(p, 0, s) = Startsp, s) A Init(s) A ¢o(p))
A ((G(p,1,s) = Startsfp, s') A Init(s) A ¢1(p))
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A (G(p,2,s) = Startsp, S) A Init(s) A ¢2(p))),
(b) ¥n,p,s. Init(s)An>3>
(G(p,n,s) = Startsp, s) A Init(s)).
(a) specifies the p-goals, ¢1, ¢, (from highest to lowest
priority) of the agent in the initial situations, and makes
G(p, n, ) true for every pattp that starts with an initial situ-
ation and over whiclp,, holds, forn = 0,1,2; each of them
defines a set of initial goal paths for a given priority level,
and must be consistent. (b) makeé&,n, s) true for every
path p that starts with an initial situation far > 3. Thus at
levelsn > 3, the agent has the trivial p-goal that she be in
an initial situation. Assume that while initially the agent
knows that all of her p-goals are individually achievable,
she knows that her p-go@lGetPhD is inconsistent with her
highest priority p-goabiBeRich as well as with her p-goal
oBeHappy while the latter are consistent with each other.
Thus in our example, we have OPGoa{f) A Startsp, S)A
Init(s),i, Sp), fori = 0,1,2. Also, for anyn > 3, we have
OPGoal(Startgt, s) A Init(s),n, Sp).

While p-goals or desires are allowed to be known to be
impossible to achieve, an agent’s c-goals or intentions must
be realistic. Not all of thes-accessible paths are realistic
in the sense that they start wittKaaccessible situation. To
filter these out, we definealistic p-goal accessible paths:

Gr(p,n,s) d=EfG(p,n, S) A Startsp, S) A K(S, 9),

ThusGg prunes out the paths frof@ that are known to be

impossible, and since we define c-goals in terms of realistic

p-goals, this ensures that c-goals are realistic. We say that

an agent has thealistic p-goalthat¢ at leveln in situation

siff ¢ holds over all paths that aféz-accessible atin s:
RPGoal(¢n, s) &' Vp. Gr(p,n, s) > ¢(p).

Using realistic p-goals, we next define c-goals. The idea
of how we calculate c-goal-accessible paths is as follows:
the set ofGg-accessibility relations represents a set of pri-
oritized temporal propositions that are candidates for the
agent’s c-goals. GiveBg, in each situation we want to com-
pute the agent’s c-goals such that it is thaximal consistent
set of higher priority realistic p-goals. We do this iteratively
starting with the set of all realistic paths (i.e. paths that starts
with a K-accessible situation). At each iteration we com-
pute the intersection of this set with the next highest priority
set of Gg-accessible paths. If the intersection is not empty,
we thus obtain a new chosen set of paths at levdle call
a p-goal chosen by this process agtive p-goal. If on the
other hand the intersection is empty, then it must be the case
that the p-goal represented by this level is either in conflict
with another active higher priority p-goal/a combination of
two or more active higher priority p-goals, or is known to be
impossible. In that case, that p-goal is ignored (i.e. marked
as inactive), and the chosen set of paths at lieisethe same
as at level — 1. Axiom 4 computes this intersectidn:

Axiom 4 Gn(p,n,s) =
if (n=0)then
if Ap’. Gr(p’, n,s) then Gg(p,n,s)
elseStartsp, s) A K(s, s)

4if ¢ then 6, elsed, is an abbreviation forg > 61) A (—¢ D &5).



else
if Ap".(Gr(p’,n—-1,s)AGn(p’,n-1,5))
then (Ggr(p,n—1,9) A Gy(p,n—1,9))
elseGn(p,n-1,5).

Usingthis, we define what it means for an agent to have a
c-goal at some levet:
CGoal(g,n,s) & v¥p. Gn(p,Nn,s) D ¢(p),
i.e. an agent has the c-goal at lewethat ¢ if ¢ holds over
all paths that are in the prioritized intersection of the set of
Ggr-accessible paths up to level
We define c-goals in terms of c-goals at lemel

CGoal(g,s) Evn. CGoal(g,n,s),

i.e., the agent has the c-goal thif for any leveln, ¢ is a
c-goal amn.

In our example, the agent’s realistic p-goals@aBeRich,
¢&GetPhD,and oBeHappy in order of priority. Thé&s,-
accessible paths at level 08y are the ones that start with a
K-accessible situation and when8eRich holds. Thé&s,-
accessible paths at level 1 By are the same as at level
0, since there are ni-accessible paths over which both
&GetPhD andoBeRich hold. Finally, theG-accessible
paths at level 2 ir5, are those that start withig-accessible
situation and over whichBeRichAa oBeHappy holds. Also,
it can be shown that initially our example agent has the c-
goals thataBeRich andaBeHappy, but not-GetPhD.

Note that by our definition of c-goals, the agent can have a
c-goal thaw in situationsfor various reasons: 1)is known
to be inevitable ins; 2) ¢ is an active p-goal at some level
nin s; 3)¢ is a consequence of two or more active p-goals
at different levels ins. To be able to refer to c-goals for
which the agent has a primitive motivation, i.e. c-goals that
result from a single active p-goal at some priority lengin
contrast to those that hold as a consequence of two or more
active p-goals at different priority levels, we defppramary
c-goals:

def

PrimCGoal(¢s) =
dn. PGoal(¢hn, s) A Ap. G(p,n,s) A G(p,n,s).

That is, an agent has the primary c-goal thah situation

s, if ¢ is a p-goal at some levelin s, and if there is &-
accessible patip atn in sthat is also in the prioritized in-
tersection ofGg-accessible paths uptoin s. The last two
conjucts are required to ensure thas an active level. Thus

if an agent has a primary c-goal thatthen she also has the
c-goal thaw, but not necessarily vice-versa. It can be shown
that initially our example agent has the primary c-goals that
oBeRich andaBeHappy, but not their conjunction. To some
extent, this shows that primary c-goals are not closed under
logical consequence.

Goal Dynamics

An agent’s goals change when her knowledge changes as a

result of the occurrence of an action (including exogenous
events), or when she adopts or drops a goal. We formalize
this by specifying how p-goals change. C-goals are then
computed using (realistic) p-goals in every new situation as
above.

We introduce two actions for adopting and dropping a p-
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goal,adop{(¢, n) anddrop(¢). The action precondition ax-
ioms for these are as follows:

Axiom 5 Possédop{(¢, n), s) = -3dn’. PGoal(¢)’, ),
Poss(drop(g)s) = An. PGoal(¢n, s).

That is, an agent can adopt (drop) the p-goal that level
n, if she does not (does) already havas her p-goal at some
level.

In the following, we specify the dynamics of p-goals by
giving the SSA foiG and discuss each case, one at a time:

Axiom 6 (SSA forG) G(p,n,do(a,s)) =

Yo, m. (a# adoplp, m) A a+# drop(¢p) A Progressedy,n,a, s))
Vv d¢, m. (a = adopi(¢, m) A Adoptedp,n,m,a, s, ¢))

v d¢. (a = drop(¢) A Droppedg,n,a, s, ¢)).

The overall idea of the SSA f@ is as follows. First of all,
to handle the occurrence of a non-addpip (i.e. regular)
actiona, we progress al3-accessible paths to reflect the
fact that this action has just happened; this is done using
the Progresseg(n,a, s) construct, which replaces eaGh
accessible patlp’ with starting situatiors’, by its suffixp
provided that it starts witdo(a,s'):

Progressedi,n,a,s) o

Ap’. G(p', n,s) A Starts@’, ') A Sufix(p, p’, do(a, )).

Any path over which the next action performed is aads
eliminated from the respectiv@ accessibility level.
Secondly, to handle adoption of a p-ggadt levelm, we
add a new proposition containing the p-goal to the agent’s
goal hierarchy am. TheG-accessible paths at all levels
abovem are progressed as above. TBaccessible paths at
levelmare the ones that share the same history dit(a,s)
and over whichp holds. TheG-accessible paths at all levels
below m are the ones that can be obtained by progressing
the level immediately above it. Thus the agent acquires the
p-goal thatyp at levelm, and all the p-goals with prioritsn
or less ins are pushed down one level in the hierarchy.
Adoptedf,n,m,a, s, ¢) £
if (n < m)then Progressedi,n,a, s)
else if(n = m) then 3<. Startsg, )
A SameHist§', do(a, s)) A ¢(p)
elseProgressedq(,n—1,a,s).

Finally, to handle the dropping of a p-gasl we replace
the propositions that imply the dropped goal in the agent’s
goal hierarchy by the trivial proposition that the history of
actions in the current situation has occurred. Thus, in addi-
tion to progressing al-accessible paths as above, we add
back all paths that share the same history witifa,s) to
the existingG-accessibility levels where the agent has the
p-goal thatp.

Droppedp,n,a, s, ¢) it PGoal(¢n,s)
then 1< Starts, s') A SameHist§, do(a,s))
elseProgressedy,n,a, s).

Returning to our example, recall that our agent has the
c-goalgactive p-goals inSy that oBeRich andoBeHappy,
but not ¢GetPhD, since the latter is inconsistent with her
higher priority p-goabbBeRich. Assume that, after the ac-



tion goBankrupthappens inSy, the p-goaloBeRich be-
comes impossible. Then i8; = do(goBankruptSy), the
agent has the c-goal thatGetPhD, but notBeRich nor
oBeHappy; oBeRich is excluded from the set of c-goals
since it has become impossible to achieve (i.e. unrealis-
tic). Also, since her higher priority p-goalGetPhD is in-
consistent with her p-goaiBeHappy, the agent will make
oBeHappy inactive.

Note that, while it might be reasonable to drop a p-goal
(e.g.©GetPhD) that is in conflict with another higher prior-
ity active p-goal (e.goBeRich), in our framework we keep
such p-goals around. The reason for this is that although
oBeRich is currently inconsistent withGetPhD, the agent
might later learn thatiBeRich has become impossible to
bring about (e.g. aftegoBankruptoccurs), and then might
want to pursuedGetPhD. Thus, it is useful to keep these
inactive p-goals since this allows the agent to maximize her
utility (that of her chosen goals) by taking advantage of such
opportunities. As mentioned earlier, c-goals are our ana-
logue to intentions. Recall that Bratman’s (1987) model of
intentions limits the agent’s practical reasoning — agents do
not always optimize their utility and don’t always reconsider
all available options in order to allocate their reasoning ef-
fort wisely. In contrast to this, our c-goals are defined in

Note that this is not necessarily true for p-goals and primary
c-goals — an agent may know that something has become in-
evitable and not have it as her p-goal/primary c-goal, which
is intuitive. While the property of realism is often criti-
cized, one should view these inevitable goals as something
that hold in the worlds that the agent intends to bring about,
rather than something that the agent is actively pursuing.

A consequence of Proposition 1 and 2 is that an agent
does not have a c-goal that is known to be impossible, i.e.
D E CGoal(¢,s) o —Kimpossible(¢s).

We next discuss some properties of the framework w.r.t.
goal change. Proposition 3 says that (a) an agent acquires
the p-goal thap at leveln after she adopts it at, and (b)
that she acquires the primary c-goal thiafter she adopts
it at some leveh in s, provided that she does not have the
c-goal insthat-¢ next.

Prop. 3 (Adoption) (a) D = PGoalg, n,do(adop{g, n), s)),
(b) D E -CGoal-3p'. Startsp, ) A
Suffix(p’, p,do(adopfg, n). s)) A ¢(p'), s)
> PrimCGoal(¢do(adopfe, n), s)).

Also, after dropping the p-goal thatatn in s, an agent
does not have the p-goal (and thus the primary c-goal) that

terms of the p-goals, and at every step, we ensure that thethe progression op at n, i.e. ¢, provided thatp’ is not
agent’s c-goals maximize her utility so that these are the set inevitable indo(drog(¢), s).

of highest priority goals that are consistent given the agent’s
knowledge. Thus, our notion of c-goals is not as persistent
as Bratman’s notion of intention. For instance as mentioned
above, after the actiogoBankrupthappens irSg, the agent
will lose the c-goal thatiBeHappy, although she did not
drop it and it did not become impossible or achieved. In

this sense, our model is that of an idealized agent. There

is a tradeoflbetween optimizing the agent’'s chosen set of
prioritized goals and being committed to chosen goals. In
our framework, chosen goals behave like intentions with
an automatic filter-override mechanism (Bratman 1987) that

forces the agent to drop her chosen goals when opportuni-

ties to commit to other higher priority goals arise. In the
future, it would be interesting to develop a logical model

Prop. 4 (Drop) D E PGoal(¢n,s)
A[(Yp,p'. Startsp,s') A SameHist§, s) A
Sutiix(p’, p,do(drop(¢), 5))) > (¢(p) = ¢'(p))]
A =Inevitable¢’, do(drop(4, s))
D> —PGoal@’, n,do(drop(¢), 9)).

Note that, this does not hold for CGoal,@asould still be a
consequence of her remaining primary c-goals.

The next few properties concern the persistence of these
motivational attitudes. First we have a persistence property
for achievement realistic p-goals:

Prop. 5 (Persistence of Achievement RPGoals)

that captures the pragmatics of intention reconsideration by D F RPGoal(¢®n, s) A Know(-®,s) A Vy. a # drop(y)

supporting control over it.

Properties
We now show that our formalization has some desirable

> dn’. RPGoal(¢®n’,do(a, s)).

This says that if an agent has a realistic p-goal ¢atin s,
then she will retain this realistic p-goal after some action
has been performed &) provided that she knows th@thas

properties. Some of these (e.g. Proposition 3a) are ana- not yet been achieved, ardis not the action of dropping

logues of the AGM postulates; others (e.g. adopting logi-

a p-goal. Note that, we do not need to ensure th@tis

cally equivalent goals has the same result, etc.) were left out consistent with higher priority active p-goals, since the SSA
for space reasons. First we show that c-goals are consistent:for G does not automatically drop such incompatible p-goals

Prop. 1 (Consistency) D [ Vs. -CGoal(Falsgs).

Thus, the agent cannot have bgtand—-¢ c-goals in a situ-
ations. Even if all of the agent’s p-goals become known to

be impossible, the set of c-goal-accessible paths will be pre-

cisely those that starts withkxaccessible situation, and thus
the agent will only choose the propositions that are known
to be inevitable.

We also have the property of realism (Cohen and

Levesque 1990), i.e. if an agent knows that something has

become inevitable, then she has this as a c-goal:
Prop. 2 (Realism) D k Vs. Klnevitableg, s) > CGoalg, 9).
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from the goal hierarchy. Also, the leveivhered is a p-goal
may change, e.qg. if the action performed is an adopt action
with priority higher than or equal to.

For achievement chosen goals we have the following:
Prop. 6 (Persistence of Achievement Chosen Goals)
D £ OPGoal(o®A 39. Starts§) A SameHist§), n, s)
A CGoal(¢d, s) A Know(—®, s) A Y. a # drop(y)
AVYY, m =(a=adop(y,m)A m<n)
A =CGoal(=¢®,n - 1,do(a,s))
> CGoal(¢®,n,do(a,s)).



Thus,in situations, if an agent has the only p-goal at level
that o® and that the correct history of actionsstas been
performed, and i0® is also a chosen goal is(and thus
she has the primary c-goal thetd), then she will retain
the c-goal that>® at leveln after some actiom has been
performed ins, provided that: she knows thd@ has not yet
been achieved, thatis not the action of dropping a p-goal,
thata is not the action of adopting a p-goal at some higher
priority level thann or atn, and that at leveh — 1 the agent
does not have the c-goal thadp @, i.e. @ is consistent with
higher priority c-goals.

Note that, this property also follows if we replace the con-
sequent with CGoal(¢@o(a,s)), and thus it deals with the
persistence of c-goals. Note however that, it does not hold
if we replace the OPGoal in the antecedent with PGoal; the
reason for this is that the agent might have a p-goal at level
nin sthat¢ and the c-goal irs that¢, but not havep as a
primary c-goal ins, e.g.n might be an inactive level because
another p-goal at has become impossible, apdcould be
a c-goal ins because it is a consequence of two other pri-
mary c-goals. Thus even #¢ is not a c-goal aften has
been performed irs, there is no guarantee that the lemel
will be active indo(a, s) or that all the active p-goals that
contributed tap in sare still active.

Discussion and Future Work

While in our account chosen goals are closed under logical
consequence, primary c-goals are not. Thus, our formaliza-
tion of primary c-goals is related to the non-normal modal
formalizations of intentions found in the literature (Kono-
lige and Pollack 1993), and as such it does not suffer from
the side-effect problem (Cohen and Levesque 1990).

Our framework can be extended to model subgoal adop-

tion and the dependencies between goals and the subgoals

and plans adopted to achieve them. The later is impor-
tant since subgoals and plans adopted to bring about a goal
should be dropped when the parent goal becomes impossi-
ble, is achieved, or is dropped. One way of handling this
is to ensure that the adoption of a subggal.r.t. a par-

ent goalp adds a new p-goal that contaibesth this subgoal

and this parent goali.e. A ¢. This ensures that when the
parent goal is dropped, the subgoal is also dropped, since
when we drop the parent goa) we drop all the p-goals at

all G-accessibility levels that imply includingy A ¢.

Also, since we are using the situation calculus, we can
easily represent procedural goals/plans, e.g. the goal to
do a; and thena, can be written as: PGoal(Stansé;) A
OnPathp, s) A s = do(ag, do(a, $1)), 0,Sp). Golog (Reiter

2001) can be used to represent complex plans/programs. So

we can model the adoption of plans as subgoals.

Recently, there have been a few proposals that deal with
goal change. Shapiret al. (2007) present a situation cal-
culus based framework where an agent adopts a goal when
she is requested to do so, and remains committed to this goal

uation they compute chosen goals by computing a maximal
consistent goal set that is also compatible with the agent’s
beliefs. However, their model has some unintuitive proper-
ties: the agent’s chosen set of goalsl(a,s) may be quite
different from her goals is, althougha did not make any of

her goals insimpossible or inconsistent with higher prior-
ity goals, because inconsistencies between goals at the same
priority level are resolved étierently (this can happen be-
cause goals are only partially ordered). Also, we provide
a more expressive formalization of prioritized goals — we
model goals using infinite paths, and thus can model many
types of goals that they cannot. Finally they model priori-
tized goals by treating the agent’s p-goals as an arbitrary set
of temporal formulas, and then defining the set of c-goals as
a subset of the p-goals. But our possible world semantics
has some advantages over this: it clearly defines when goals
are consistent with each other and with what is known. One
can easily specify how goals change when an actiag-
curs, e.g. the goal to danext and then dd becomes the
goal to dob next, the goal thad® v 0¥ becomes the goal
thatoV if a makes achieving impossible, etc.

Most approaches to agent programming languages with
declarative goals are not based on a formal theory of agency,
and to the best of our knowledge none deals with tempo-
rally extended goals or maintain the consistency of (chosen)
goals.

One limitation of our account is that one could argue that
our agent wastes resources trying to optimize her c-goals at
every step. In the future, we would like to develop an ac-
count where the agent is strongly committed to her chosen
goals, and where the filter override mechanism is only trig-
gered under specific conditions.
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Abstract In English: if all the agent knows is thatis fragile and not

In previous work, we proposed a modal fragment of the sit- broken and that the successor state axiom$3fokenand

uation calculus calledsS, which fully captures Reiter’s ba- _Fraglle hold, then after dropping, the agent knows that

sic action theories.ES also has epistemic features, includ- is broken, but does not know thais made of glass.

ing only-knowing, which refers to all that an agent knows in Let us now consider what the agent should only-know
the sense of having a knowledge base. While our model of  after the drop action has occurred. Intuitively, the agent’s
only-knowing has appealing properties in the static case, it ~ knowledge should change in that it now believes thés
appears to be problematic when actions come into play. First  broken, with everything else remaining the same. Formally,

of all, its utility seems to be restricted to an agent’s initial .
knowledge base. Second, while it has been shown that only- [drop(o)] O(Fragile(o) A Broker(o) A SSAsr).

knowing correctly captures default inferences, this was only In fact this view corresponds essentially to what Lin and Re-

in the static case, and undesirable properties appear to arise . :
in the presence of actions. In this paper, we remedy both of  itef (LR) [1997] call theprogressionof a database wrt an

these shortcomings and propose a new dynamic semantics of ~ action. It turns out, however, that the semantics of only-

only-knowing, which is closely related to Lin and Reiter's knowing as proposed in (Lakemeyer and Levesque 2004)
notion of progression when actions are performed and where  differs from this in that the last formula above it en-
defaults behave properly. tailed. The reason is that their version, unlike progression,
does not forget what was true initially (like whether or not
Introduction was already broken), and so more ends up being known.

The LR notion of progression allows for efficient imple-
mentations under certain restrictions (Lin and Reiter 1997;
Liu and Levesque 2005; Vassos and Levesque 2007), and be-
ing able to forget the past seems essential for this. Hence the
previous semantics of only-knowing may not be very useful,
except perhaps in the initial state. In this paper, we present
a new semantics of only-knowing which avoids this pitfall

In previous work, Lakemeyer and Levesque (2004; 2005)
proposed a modal fragment of the situation calculus called
&S, which fully captures Reiter's basic action theories
and regression-based reasoning, including reasoning about
knowledge. So, for example, the language allows us to for-
mulate Reiter-style successor state axioms such as this one:

Va, z.00([a]Broken(z) = and is fully compatible with LR’s idea of progression.
(a = drop(x) A Fragile(z)) v Levesque (1990) showed that only-knowing in the static
(Broken(z) A a # repair(z))) case also accounts for default reasoning in the sense of au-
In English: after any sequence of actiofs)an objectz toepistemic logic (Moore 1985). For example, the default
will be broken after doing action ([a)Broker(z)) iff a is that objects are fragile unless known otherwise can be writ-
the dropping ofc whenz is fragile, orz was already broken ten as
anda is not the action of repairing it. Here we assume that Vz—~K-Fragile(z) O Fragile(z).
Fragile is a predicate which is not affected by any action so  |f the agent uses this default instead of the fact that
that its successor state axiom would be fragile then it would still conclude, this time by default, that
Va, z.0([a)Fragile(z) = Fragile(x)). ois fragile and hence believe that it is broken after dropping

it. But suppose thab is actuallynot fragile. What should
the agent believe aftesensingthe status ofo's fragility?
Clearly, it should then believe thatis indeed not fragile
and it should not believe that droppiogyill break it. That

is, the default should no longer apply. Unfortunately, the

Let us call the conjunction of these two axior8$As .
In addition to action and change, the langu&@§ealso ad-
dresses what an agent knows and only-knows. The latter is
intended to capture all an agent knows in the sense of having

knowledge base. For illustration, ider the followi _ . X
a xriowiedge base. O b Ustraton, consider the foflowing previous definition of only-knowing does not do this. The

sentence, which is logically valid ifiS: . e .
i problem, roughly, is that the initial default conclusion tbat
O (Fragile(o) A —Broker(o) A SSAgr) D is fragile cannot be distinguished from a hard fact. Subse-
[drop(0)] (K (Broker(o)) A —K(Glasg0))) . quently sensing the opposite then leads to an inconsistency.
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In this paper we will fix this problem by proposing a se-

can contain axioms characterizing the conditions under

mantics which separates conclusions based on facts from which SFholds.

those based on defaults. To this end, we will distinguish
between what is known for sure (using the modalky

and what is believed after applying defaults (using another
modality B). In fact, defaults themselves will be formu-
lated usingB instead ofK. All this will be integrated with
progression in the sense that defaults will be applied to the
progressed knowledge base.

For space reasons, the paper, which also appears in (Lake

meyer and Levesque 2009a) in almost identical form, con-

tains no proofs. These and a comparison between the old

and new semantics of only-knowing and between our notion
of progression and that of LR can be found in (Lakemeyer
and Levesque 2009b).

The language
The symbols 0£S, consist of first-order variables, second-

order predicate variables of every arity, rigid functions of
every arity, fluent predicate symbols of every arity, as well
as these connectives and other symbois: A, -, V, K,

B, 0, Q, [, round and square parentheses, period, comma.
We assume two special fluent predicaRessand SF (for

sensing) K, B, O, andS2 are called epistemic operators.
The termsof the language are formed in the usual way

from first-order variable and rigid functions.

We letR denote the set of all rigid terms (here, all ground

The rest of the paper is organized as follows. In the next terms). For simplicity, instead of having variables of the

section, we introduce the logi€S,, which is like the old

&S except for the new semantics of only-knowing and de-
faults. This semantics agrees with the previous one in the
static case. After that, we consider only-knowing in the con-
text of basic action theories. In particular, we show that what
is only-known after an action extends LR’s original idea of
progression, and how reasoning about defaults fits into the
picture. We then address related work and conclude.

The Logic &S,

The language is a second-order modal dialect with equality
and sorts of type object and action. Before presenting the
formal details, here are the main features:

e rigid terms The ground terms of the language are taken
to be isomorphic to the domain of discourse. This al-
lows first-order quantification to be understood substitu-
tionally. Equality can also be given a very simple treat-
ment: two ground terms are equal only if they are identi-
cal.

e knowledge and truthThe language includes modal oper-
atorsK and B for knowledge and belief. ThK operator

1. Iftq, ..

2.
3.

action sort distinct from those of thebjectsort as in the
situation calculus, we lump both of these together and allow
ourselves to use any term as an action or as an object.
Thewell-formed formula®f the language form the least set
such that

.,t, are termsf' is ak-ary predicate symbol, and
V is ak-ary second-order variable, thét{ty, . . ., ;) and

V(t1,...,t;) are (atomic) formulas;
If t, andt, are terms, thef¢; = t2) is a formula;

If o and s are formulasy is a first-order variablel/ is a
second-order variable, ands a term, then the following
are also formulasta A 5), -, Yv. «, VV. , [tla, Oa,
Ko, Ba, Oa, andQa, where the formulas followin®
andQ are restricted further below.

We read[t]a as “a holds after actiort”, and O« as ‘o
holds after any sequence of actions,” aifd (Ba) as “the
agent knows (believes).” O« may be read as “the agent
only-knowsa” and is intended to capture all the agent knows
about what the world is like now and how it evolves as a re-
sult of actions. Here no defaults are taken into account, just
facts which, as we will see later, come in the form of a basic

allows us to distinguish between sentences that are true action theory similar to those proposed by Reiter (2001a).

and sentences that are known (by some implicit agent).
The B operator allows an agent to have false beliefs about
its world or how its world changes. For example, we can

model situations where an object is not fragile but the

agent does not know it, yet may believe that it is fragile

by default.

e sensing The connection between knowledge and truth
is made with sensing. Every action is assumed to have
a binary sensing result and after performing the action,

Therefore, we restriaD to apply to so-calledbjective for-
mulasonly, which are those mentioning no epistemic opera-
tors. Finally,Q« is meant to capture all and only the defaults
believed by the agent. For thatjs restricted to what we call
static belief formulaswhich mention neithel] nor [¢] nor
any epistemic operator except

As usual, we treata vV 3), (o D ), (a = (), Jv.a,
and3V.a as abbreviations. We us¢ to mean formulax
with all free occurrences of variablereplaced by tern.

the agent learns that the action was possible (as indicated We call a formula without free variablessantence

by thePosspredicate) and whether the sensing result for
the action was 1 or 0 (as indicated by BE predicate):
Just as an action theory may contain precondition axioms
characterizing the conditions under whibssholds, it

For convenience, we assume that every action returns a (per-

haps trivial) sensing result. Here, we restrict ourselves to binary
values. See (Scherl and Levesque 2003) for how to handle arbi-
trary sensing results.
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We will also sometimes refer tgtatic objective formulas,
which are the objective formulas among the static belief for-
mulas, andluent formulaswhich are formulas with ndg,

O, B, 2,0, [t], Poss or SF3

2Equivalently, the version in this paper can be thought of as
having action terms but no object terms.

%In the situation calculus, these correspond to formulas that are
uniform in some situation term.



The semantics

6. e,w,z,u E—a iff e,w,z,ullaq;

The main purpose of the semantics we are aboutto presentisy. e, w, z,u |= Vr. a iff e,w,z,u = of, forallt € R;

to be precise about how we handle fluents, which may vary
as the result of actions and whose values may be unknown.

Intuitively, to determine whether or not a sentemrcis true

8. c,w,z,u EVV. « iff

e,w, z,u = «, forall v’ ~y u;

after a sequence of actionshas been performed, we need 9. e, w, z,u = Oa iff e,w,z-2',u = a, forall 2’ € Z;

to specify two things: a worldy and an epistemic state

To define the meaning of the epistemic operators, we need

A world determines truth values for the ground atoms after the following definition:

any sequence of actions. An epistemic state is defined by a

set of worlds, as in possible-world semantics.
More precisely, letZ be the set of all finite sequences of
elements ofR including (), the empty sequence should

be understood as the set of all finite sequences of actions.

Then

e aworldw € W is any function frong (the set of ground
atoms) andz to {0, 1}.

e an epistemic state C ¥ is any set of worlds.

To interpret formulas with free variables, we proceed as
follows. First-order variables are handled substitutionally
using the rigid terms$k. To handle the quantification over
second-order variables, we use second-ovdeable maps
defined as follows:

The second-order ground atonmare formulas of the
formV (¢4, ...,tx) whereV is a second-order variable
and all of thet; are inR. A variable mapu is a function
from second-order ground atoms{to, 1}.

Letw andu’ be variable maps, and I&t be a second-order
variable; we writew’ ~y u to mean thaw andw’ agree
except perhaps on the assignments involiing

Finally, to interpret what is known after a sequence of ac-
tions has taken place, we definé ~, w (read:w’ agrees
with w on the sensing throughout action sequeridaduc-
tively by the following:

1w~y wforall w';

2. W~ w iff w ~,w,
w'[Posgt), z] = 1 andw’[SKt), z] = w[SK{), z].

Note that~, is not quite an equivalence relation because of

1. w, is a world such thatw,[p,2'] =

Definition 1 Letw be a world and: a set of worlds, and
a sequence of actions. Then

wlp, z - 2'] for all
ground atom® and action sequences;

2. ¥ ={w,|w €eand w ~, w}.

Note thatw, is exactly likew after the actiong have oc-
curred. So in a sensey, can be thought of as the pro-
gression ofw wrt z. e then contains all those worlds of
e which are progressed wrtand which are compatible with
(the real) worldw in terms of the sensing results and where
all the actions in: are executable. Note that wheis empty,

w o __
Y =e.

10. e,w, z,u E Ko iff

forallw € e¥, e¥, v, (),ul=q;

11. e,w, z,u | O« iff

forallw’, w' € e? iff e¥, w',{),ul= .

In other words, knowingy in e and w after actionsz
means thaty is true in all the progressed worlds @fvhich
are compatible withv. Oc is quite similar except for the
“iff,” whose effect is that? must contain every world which
satisfiesv.

B and€ are meant to capture what the agent believes in
addition by applying defaults. Having more beliefs (as a
result of defaults) is modeled by considering a subset of the
worlds ineY. For that purpose, we introduce a functi®n
which maps each set of worlds into a subset. In particular,
we require thab(e¥’) C e¥. Asd is now part of the model
(just like w ande) we add it to the L.H.S. of the satisfaction
relation with the understanding that the previous rules are

the use oPosshere. This is because we are insisting that the retrofitted withd as well. Then we have:

agent comes to believe tHRdsswas true after performing an

action, even in those “non-legal” situations where the action

was not possible in reality.

12. e,w, z,u,0 E Ba iff

forallw’ € 6(e¥), e¥,w',{),u,0 = a;

z

Putting all these together, we now turn to the semanticl3. €, w, z,u,d = Qo iff

definitions for sentences @&S,. Given an epistemic state
e C W,aworldw € W, an action sequencec Z, and a
second-order variable map we have:

1. e,w,z,u e F(t1,...,t,) iff w[F(t1,...,t), 2] =1;
ce,w, zyu E V(.o ty) 0ff w[V(E, .. t)] =1,
.e,w, z,u = (61 = to) iff ¢ andi, are identical;
ew, zu E o iff e,w, 2 tuE

e w, z,u = (A p) dff
e,w, z,u = «aande,w, z,u = 0;

g~ W N

forallw’ € e¥, w € §(e?)iff e, w', (), u,0 = .

Note that the only difference betwe#&handB is that the
latter considers(e?) instead okY. Likewise, the definition
of Qis similar to that ofO. The role ofQ2 is to constrain
to produce a special subset @f. Roughly, the effect of
the definition ofQ« is that one starts with whatever facts
are believed (represented 8y) and then settles on a largest
subset o such thain (representing the defaults) is also
believed.

We say that a sentence % is true at a giver, w, and
0 (writtene, w,d = «) if e, w, (), u,d | « for any second-

“An alternate account that would state that the agent learns the Order variable map. If X is a set of sentences andis a

true value ofPoss(analogous t&F) is a bit more cumbersome, but
would allow~ to be a full equivalence relation.
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sentence, we writ& | « (read: X logically entailsa) to
mean that for every, w, andd, if e,w,d E o for every



o' € ¥, thene, w, § | a. Finally, we write= « (read:« is
valid) to mean{} = «.

Progression = Only-knowing after an action
Let us now turn to the first main result of this paper. The

For reasons of space we cannot go into details about the question we want to answer is this: suppose an agentis given

general logical properties of the epistemic operators. To

a basic action theory as its initial knowledge base; how do

demonstrate that the operators are well-behaved, we only list we characterize the agent’s knowledge after an action is per-

some properties, which all have simple semantic proofs:
E O(Ka D Ba)
E O(Oa > Ka)
E O(Qa D Ba)

Moreover, K and B satisfy the usualK45 axioms of
modal logic (Hughes and Cresswell 1968) and they are mu-
tually introspective, e.g= 0(Ba D KBua).

The Semantics of Progression and Defaults
Basic action theories

Let us now consider the equivalent of basic action theories of
the situation calculus. Since in our logic there is no explicit

notion of situations, our basic action theories do not require
foundational axioms like Reiter's (2001a) second-order in-

duction axiom for situations. The treatment of defaults is

deferred to Section .

Definition 2 Given a set of fluentg, a setyX C &5 of
sentences is called a basic action theory ofeiff

¥ =¥ U Xpe U Xpost U XsenseWhere

1.
2.

Yo is any set of fluent sentences;

Yo is a singleton sentence of the fofdPosga) = 7,
wherer is a fluent formula®

. ZpostiS @ set of sentences of the fofdfu] F(v) = g, one
for each relational fluent’ in F, respectively, and where
the~r are fluent formulas.

. YsenselS @ sentence exactly parallel to the one for Poss of
the formdSHa) = ¢, wherey is a fluent formula.

The idea here is that, expresses what is true initially (in
the initial situation),%,. is one large precondition axiom,
and X, is a set of successor state axioms, one per fluent
in F, which incorporate the solution to the frame problem
proposed by Reiter (1991)...scCharacterizes the sensing
results of actions. For actions likdrop(o), which do not
return any useful sensing informatid®f-can be defined to
be vacuously true (see below for an example).

We will usually require thak e, Xpost andXsensebe first-
order. Howevery, may contain second-order sentences.
As we will see, this is inescapable if we want to capture
progression correctly. In the following, we assume that
(and hencer) is finite and we will freely us& or its subsets

formed? As hinted in the introduction, only-knowing will
give us the answer.

In the following, for a given basic action theoby, we
sometimes writeb for ¥y andd3 for the rest of the action
theory Xpe U Epost U Lsense We assume that andp refer
to the right-hand sides of the definitionsedssand SFin
¥, andyr is the right-hand side of the successor state ax-
iom for fluentF. Also, letF' consist of all the fluent predi-
cate symbols irt;, and letP be corresponding second-order
variables, where each; has the same arity d5. Thenag
denotes the formula with every occurrence of; replaced

The following result characterizes in general terms all that
is known after performing an action:

Theorem 1 LetY = ¢ A 003 be a basic action theory and
an action term. Then

= O(p ADOB) D
(SHt) > [tHO(¥ ATIB)) A
(=SH1) D [t]O(Y’ ATIB)),

where® = 3P[(pArf Agf)EANVEF(E)
U = 3P((¢ A A 85 A AVEF(F) = yrik).

What the theorem says is that if all the agent knows initially
is a basic action theory, then after doing acti@tl the agent
knows is another basic action theory, where the dynamic part
(Op) remains the same and the initial databasereplaced
by ¥ or ¥/, depending on the outcome of the sensing. Note
that the two sentences differ only in one plagé vs. —¢.
Roughly,¥ and ¥’ specify how the truth value of each flu-
entF in F is determined by what was true previous#) (
taking into account that the action was possikig) @nd that
the sensing result was either trug'f or false (yf). Since
after performing an action, the agent again only-knows a ba-
sic action theory, we can take this as its new initial theory
and the process can iterate. We remark that our notion of
progression is very closely related to progression as defined
by (Lin and Reiter 1997), but extends it to handle sensing
actions. Note that, while Lin and Reiter need to include the
unique names axioms for actions in the progression, we do
not, as these are built into the logic.

We mentioned above that after an action, the resulting
knowledge base can be taken as the new initial knowledge
base, and the progression can iterate. The following theo-

—~

=9ri%) and

as part of sentences with the understanding that we mean therem shows that this view is justified in that the entailments

conjunction of the sentences contained in the set.

SWe assume that all free variables are implicitly universally
quantified and thdfl has lower syntactic precedence than the log-
ical connectives, so thaflPosga) 7 stands for the sentence
Va.O(Posga) = ).

®The [t] construct has higher precedence than the logical
connectives.  Sdl[a|F(Z) ~r abbreviates the sentence
Va,Z.0([a]F(Z) = vrF).
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about the future remain the same when we substitute what is

known about the world initially by its progression. Here we

only consider the case whe®&(t) is true.

Theorem 2 = O(¢ A OB) A SKt) D [t]K(«)
EO(T AOB) D K(«).

In English (roughly): It follows from your initial knowledge

base that you will know after doing action iff knowing «a
follows from your progressed knowledge base.

iff



Defaults for basic action theories

Here we restrict ourselves to static defaults like “birds
normally fly.” In an autoepistemic setting (Moore 1985;
Levesque 1990), these have the following form:

VZ.Ba A ~B-8 O 7,

which can be read as “if is believed and3 is consistent
with what is believed then assumé Here the assumption
is thate, 3, and~ are static objective formulas.

Let X4 be the conjunction of all defaults of the above
form held by an agent. For a given basic action thedry

as defined in Section , the idea is to apply the same de-

faults to what is known about the current situation after any

number of actions have occurred, that is, for the purpose of ¢

default reasoning, we assume th#®>, holds. The fol-

lowing theorem relates what is then believed after one ac-

tion has occurred (whei®Freturns true) with stable expan-
sions (Moore 1985}.

Theorem 3 Let ¢ be a ground action and = ¢ A 05 a
basic action theory such that OXASH¢t) D [t|O(y ATIB)
andv is first order. Then for any static belief sentenge
': (0)2WN SF(t) AONY et D [t]B’}/ iff
~ is in every stable expansion ¢fA Xger.

An example

Y U {-Fragile(o)}. Let X4 = {Va.—~B-Fragile(z) D
Fragile(xz)}. Then the following are logical consequences
of

Y A0 AOB) A DO ger

1. BFragile(o);

2. [drop(o)| BBroker{o);

3. [senselv)| K—Fragile(o);

4. [senseko)|[drop(o)] K—Broker{o).

(1) holds because of the default, sircenon-fragility is not
yet known. Notice, in particular, the role 88, while the
semantics 0ES, puts no restrictions o other thary(e) C
8itis QX4 which forcess(e) to be the largest subset of
which is compatible with the default, that i$selects only
worlds frome whereo is fragile. (2) holds because the de-
fault also applies aftedtrop(o). In particular, Theorem 3 ap-
plies asdrop(0)|O(Broker{o) = Fragile(o) A 0J3) follows
as well. Finally, in (3) and (4) the agent has found out that
is not fragile, blocking the default sin¢ge (Ko D Ba).

As one of the reviewers remarked, from a commonsense
point of view, it is also or perhaps more plausible to have a
sensing action for broken instead of fragility. In other words,
after dropping an object one would sense whether it is bro-
ken, and if not conclude that it must not be fragile. This can
be modeled in our framework as well. In particular, in all

To illustrate progression, let us consider the example of the Situations which are compatible with sensing that the object

introduction with two fluentBrokenand Fragile, actions
drop(z), repair(xz), andsensefz) (for sensing whether is
fragile). First, we let the basic action thedfyconsist of the
following axioms:

e 3, = {Fragile(o), -Broker{0)};
e 3, = {0OPosga) = true} (for simplicity);
o Yoot = {SSAr} (from the introduction);

® Yeense= {{0SHa) = Fz.a = drop(z) A true v
a = repair(xz) Atrue V a = sensefz) A Fragile(x)}.

As before, letds beXye U Epost U Yeense Then we have
EXAOE,AOB) D [drop(0)]O(Y AOS),

where¥ = 3P, P’.[-P(0) A P'(0)A
Jz.drop(0) = drop(z) A true v
drop(0) = repair(z) A true v
drop(o) = sensefz) A P'(z) A
Vz. Broker(z) = drop(o) = drop(z) A P'(z) V
P(z) A drop(o) # repair(z)A
Vz. Fragile(x) = P’ (x)].
Using the fact that all actions are distinct, it is not difficult
to see thafl' can be simplified to

(Fragile(o) A Broker(0)).

In other words, after dropping the agent’s knowledge base
is as before, except thatis now known to be broken.

To see how defaults work, we now |& be as be-
fore except that:, {-Broker(o)} and let ¥’

"Roughly, E is a stable expansion ofiff for all -y, v € E iff ~
is a first-order consequencefof} U{Bg |3 € E}U{-B3|3 ¢
E}.
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o is not broken after dropping it the fluelftagile(o) is false.

Related Work

While the situation calculus has received a lot of attention in
the reasoning about action community, there are, of course, a
number of alternative formalisms, including close relatives
like the fluent calculus (Thielscher 1999) and more distant
cousins such as (Kowalski and Sergot 1986; Gelfond and
Lifschitz 1993).

While £, is intended to capture a fragment of the situ-
ation calculus, it is also related to the work formalizing ac-
tion and change in the framework of dynamic logic (Harel
1984). Examples are (De Giacomo and Lenzerini 1995)
and later (Herziget al 2000), who also deal with be-
lief. While these approaches remain propositional, there
are also first-order treatments such as (Demolombe 2003;
Demolombe, Herzig, and Varzinczak 2003; Blackbatral
2001), which, like&Sy, are inspired by the desire to cap-
ture fragments of the situation calculus in modal logic. De-
molombe (2003) even considers a form of only-knowing,
which is related to the version of only-knowing in (Lake-
meyer and Levesque 2004), which in turn derives from the
logic OC (Levesque and Lakemeyer 2001).

The idea of progression is not new and lies at the heart
of most planning systems, starting with STRIPS (Fikes and
Nilsson 1971), but also in implemented agent programming
languages like 3APL (Hindriket al 1999). Lin and Re-
iter (1997) so far gave the most general account. Restricted
forms of LR-progression, which are first-order definable, are

8Heree is the (unique) set of worlds which satisfi€§>, A
O



discussed in (Lin and Reiter 1997; Liu and Levesque 2005;
ClaRRenet al2007; Vassos and Levesque 2007).

Default reasoning has been applied to actions mostly to
solve the frame problem (Shanahan 1993). Here, how-
ever, we use Reiter’s monotonic solution to the frame prob-
lem (Reiter 1991) and we are concerned with the static
“Tweety-flies” variety of defaults. Kakas et al. (2008) re-

cently made a proposal that deals with these in the presence

of actions, but only in a propositional setting of a language
related to4 (Gelfond and Lifschitz 1993).

Conclusion

The paper introduced a new semantics for the concept of
only-knowing within a modal fragment of the situation cal-
culus. In particular, we showed that, provided an agent starts
with a basic action theory as its initial knowledge base, then
all the agent knows after an action is again a basic action
theory. The result is closely related to Lin and Reiter’s no-
tion of progression and generalizes it to allow for actions
which return sensing results. We also showed how to han-

dle static defaults in the sense that these are applied every

time after an action has been performed. Because of the way
only-knowing is modelled, defaults behave as in autoepis-
temic logic. In previous work we showed that by modify-
ing the semantics of only-knowing in the static case, other
forms of default reasoning like Reiter’s default logic can be
captured (Lakemeyer and Levesque 2006). We believe that
these results will carry over to our dynamic setting as well.
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Abstract

Starting from the formal characterization of four-
dimensionalism (perdurantism) provided by Theodore
Sider, I study the interconnections between the theories of
parthood simpliciter (classical mereologies) and the theories
of temporary parthood (parthood at a time). On the basis
of this formal analysis, I propose a definition of temporary
parthood in terms of parthood simpliciter that does not
commit to the existence of temporal parts. In this way, I hope
this definition can be accepted by endurantists.

Introduction

According to Sally Haslanger (Haslanger 2003, pp. 316—
317), most of the puzzles about change through time rely on
general conditions that, when integrally accepted, generate
a contradiction. She individuates five general conditions:

1. Objects persist through change.

2. The properties involved in a change are incompatible.
3. Nothing can have incompatible properties.
4

. The object before the change is one and the same object
after the change.

5. The object undergoing the change is itself the proper sub-
ject of the properties involved in the change.

Let us consider, for example, a rose r that persists through
the change from ‘red’ (R) to ‘brown’ (B), two incompatible
properties, i.e., =3z (R(z) A B(z)). Accepting the previous
conditions, R(r) A B(r) holds, leading to a contradiction,
that, to be solved, requires the rejection of (at least) one of
the conditions (1)—(5).

In this paper I will focus on two positions on persistence
through time, perdurantism and endurantism', that avoid the
previous contradiction by rejecting, respectively, condition
(5) and (2).

Perdurantism assumes that all the objects persist by per-
during, i.e., similarly to the extension through space, objects
are extended in time by having different (temporal) parts at

'T prefer to use the terms ‘endurantim’ and ‘perdurantism’ in-
stead of three- and four-dimensionalism, because I will concentrate
on persistence through time ignoring the spatial dimension. All the
results are valid in any n-dimensional space-time (with n > 2).
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different times. At each time, only a part of a persisting ob-
ject is present, i.e. at one time persisting objects are only
partially present. The subjects of temporal properties are
temporal parts. In the previous example, ‘r is P at £’ must
be read as ‘r-at-t is P’ where ‘r-at-t’ is the temporal part of
r at t. Because r-at-t and r-at-t’ are two different temporal
parts of r (if ¢ # t'), the contradiction disappears.

Endurantism assumes that some objects undergoing the
change endure?, i.e. they are wholly present at any time at
which they exist, they maintain their identity through change
and they are the subjects of properties, but these properties
need to be temporally qualified. Red and brown are incom-
patible only if stated at the same time (about the same ob-
ject), the fact that r is red-at-t and brown-at-t’ does not lead
to any contradiction. Different readings of ‘P-at-t’ are ac-
cepted by endurantists (e.g. modal or relational readings are
considered, see (Varzi 2003)) that however refuse the appli-
cability of the perdurantist view to all kinds of objects.

While the notion of being partially present has been quite
precisely stated (Sider 1997; 2001), the notion of being
wholly present is still quite obscure, even though some at-
tempts to characterize it exist (Crisp and Smith 2005). This
complicates the formal comparison between perdurantism
and endurantism that often reduces to different positions on
parthood: endurantists claim that, for enduring objects, a
temporally qualified parthood (called here temporary part-
hood) is required, while perdurantists often refer to an atem-
poral parthood (called here parthood simpliciter or simply
parthood) that is enough (together with a predicate of exis-
tence in time) to define temporal parts (see next section for
the details).

To overcome this ‘deadlock’, Theodore Sider introduced
a formal characterization of perdurantism based on tempo-
rary parthood (Sider 1997; 2001). On one side, perdurantists
are able to accept his formulation simply analyzing ‘z is part
of y att’ as ‘the temporal part of x at ¢ is part of the temporal
part of y at ’. On the other side, he hopes that the formal-
ization of perdurantism in terms of temporary parthood can
be ‘intelligible’ by endurantists.

In this paper, I don’t provide a characterization of en-
durantism, I will just show that endurantists do not neces-

2Usually endurantists also accept perduring objects, e.g. pro-
cesses or events, as opposed to endurants, e.g. persons or cars.



sarily need to consider temporary parthood as primitive. I
will prove that the axioms for temporary parthood can be
‘recovered’ in a theory based on parthood simpliciter with-
out assuming the existence of temporal parts. This requires
a new definition of temporary parthood (see (d9)) in terms
of parthood simpliciter (and existence in time) that does not
rely on temporal parts. Endurantists could accept this for-
mulation analyzing ‘z is part (simpliciter) of ¥’ just as con-
stant parthood, i.e. ‘at every time at which x exists, x is part
of y’. I think that this analysis prevents an a priori refuta-
tion of having parthood simpliciter as primitive and it offers
an alternative to the usual tensed interpretation that reduces
‘part-of” to ‘part-of, now’. In addition to that, I formally an-
alyze the interconnections between theories of parthood and
theories of temporary parthood and how these interconnec-
tions depend on existential conditions (about the entities in
the domain), a particularly important aspect to uncover the
ontological commitment of perdurantism and endurantism.

One may wonder if a deeper understanding of perduran-
tism and endurantism is relevant for representing common-
sense knowledge. I do not have a definite answer, but only
few considerations. First, perdurantism is not incompat-
ible with commonsense. Commonsense and natural lan-
guage are deeply related and perdurantism offers an alterna-
tive ontological foundation to the semantics of natural lan-
guage that can handle a number of well-known semantic
phenomena (Muller 2007). Second, Patrick Hayes, in his
seminal work (Hayes 1985), already encountered the prob-
lem of understanding temporal parts: the ontological status
of the couples {objects, time) he uses has not been clari-
fied. Third, my analysis is quite general and can be helpful
in formalizing different domains. For example some qual-
itative theories of space-time and movement are based on
four-dimensional entities (Muller 1998). Fourth, perduran-
tism has recently been adopted in some applications not only
to overcome some technical difficulties (as in the case of
the representation of n-ary relations in description logics
(Welty and Fikes 2006)) but also advocating its adequate-
ness, conceptual simplicity and practical advantages for
representing dynamic environments (Stell and West 2004;
West 2004).

Formal characterization of perdurantism

Following Sider, temporal existence is represented by the
primitive EXxt whose informal reading is “at time ¢, x ex-
ists”. I'm concerned here with persistence through time,
therefore I focus only on objects that are in time, objects
that exist at some times:

al Jt(EXat)

EX has to be intended just as a representational surro-
gate that does not necessarily commit neither on the exis-
tence/nature of times nor on the fact that existence is an
extrinsic relation between objects and times. Times could
be constructed from events like in (Kamp 1979) or just be
the reification of the worlds of a (modal) temporal logic.
Existence in time can be reduced to ‘being simultaneous
with’ others entities (Simons 1991) or, assuming a Newto-
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nian view in which time is an independent container, to a lo-
cation relation. Times can be punctual or extended and dif-
ferent structures (discrete vs. continuous, linear vs. branch-
ing, etc.) can be imposed on them. For the purpose of this
paper, time can just be considered as a set of indexes, i.e. a
set of atomic entities that are related only by identity.

The notion of parthood simpliciter is represented by the
predicate Pxy that can be read as “x is part of y”.

On the basis of parthood simpliter and existence in time,
the (perdurantist) notion of temporal part (also called tem-
poral slice) can be defined. z is a temporal part of y at ¢,
formally TPxyt, if x is a maximal part of y that exists only
at t. Formally (using the relation Ozy defined in (d1) that
stands for “x overlaps y”):

d1 Oxy £ 3z(Pzz A Pzy)

d2 TPyt £ EXat A EXyt A =3t (EXat! At # t) A
Pxy AVz(Pzy A EXzt — Ozz)

Following the schema adopted by perdurantists for all
the temporary properties and relations, temporary parthood
(tPzyt stands for “x is part of y at ¢”’) can be defined as:

d3 tPayt = Jzw(TPzat A TPwyt A Pzw)

Because endurantists accept objects that do not necessarily
have temporal parts at every time at which they exist, they
refuse (d3) as a general definition of temporary parthood.
For enduring objects temporary parthood has to be taken as
primitive, or an alternative to (d3) that does not rely on tem-
poral parts needs to be provided.

Sider’s formulation

In (Sider 1997; 2001), Sider proposes a formulation of per-
durantism based on the primitive of temporary parthood in-
stead of parthood simpliciter. He hopes that this move can
lead to a theory ‘intelligible’ both to perdurantists and en-
durantists, allowing for a formal comparison of the two po-
sitions.

The axioms and definitions considered by Sider are re-
ported below (see (Sider 2001, pp. 58-59)) where tOxyt
stands for “x overlaps y at t”, and tTPzyt stands for “x is a

temporal part of y at £3:

d4 tOzyt = Fz(tPzat A tPzyt)

d5 tTPayt = =3t/ (EXat' At' # t) A tPzyt A
Vz(tPzyt — tOzxt)

a2 tPxyt — EXxt A EXyt

a3 EXzt — tPzat

ad tPxyt A tPyzt — tPxzt

a5 EXuzt A EXyt A —tPxyt — 3z(tPzat A —tOzyt)

Sider characterizes perdurantism (four-dimensionalism in
his vocabulary) as:

31 use different symbols to represent the temporal part relation
defined in terms of temporary parthood (d5) from the one defined
in terms of parthood simpliciter (d2).



“[N]ecessarily, each spatiotemporal object has a tem-
poral part at every moment at which it exists.” (Sider
2001, p. 59)*

This claim seems a restriction of the one given in (Sider
1997, p. 206) where Sider refers to objects in time in-
stead of in space-time. In the original work of Lesniewski
(Lesniewski 1991) mereology is not intended as a theory
necessarily related to space or space-time but as a pure
formal theory (that applies to all kinds of entities) aimed
at avoiding some (ontological) assumptions of set-theory,
namely, the existence of the empty set and the distinction
between urelements and sets. In this sense mereology does
not commit to existence in space or time. Even though a
theory of persistence must consider entities in time, I do not
see any reason to exclude entities that (according to some
researchers) do not have a clear spatial location, e.g. mental
attitudes, concepts, mathematical theories, societies. I thus
prefer the following characterization:

“Each object that exists in time has a temporal part at
every time at which it exists.”, i.e. formally:

pd EXzt — Jy(tTPyat)

Tip = {(al)—(a5), (pd)} denotes Sider’s theory where tO
and tTP are respectively defined by (d4) and (d5).

Theorem (t1) shows that at a given time, the tempo-
ral parts are not necessarily unique. A counterexample is
provided by a model with two different elements a and b,
both existing only at ¢, such that (a, a,t), (b,b,t), {(a,b,t),
(b, a,t) € tPT. In this case, it is easy to verify that (a, a, t),
(b,a,t) € tTPZ.

(t2) shows that different entities can coincide (they are
part one of the other) during their whole life. The previous
model is a counterexample because both a and b exist only

att and (a,b,t), (b,a,t) € tPZ, but a # b by hypothesis.

tl Tip ¥ tTPaxyt AtTPzyt — x =2
t2 Tip ¥ VE(EXzt — tPayt) AVE(EXyt — tPyaxt) — x=y

Formulation based on parthood simpliciter

Sider shows that P and EX allow to define the notions of
temporal part and temporary parthood (respectively by (d2)
and (d3)) and to characterize perdurantism by an axiom sim-
ilar to (pd). However, Sider does not clarify what axioms on
P and EX are necessary to have a theory equivalent to Zip.
I intend equivalence in the following way: (i) all the ax-
ioms in Zip can be proved in this new theory by assuming
the ‘same’ EX and the definition (d3) for tP; (i¢) the new
theory does not add new properties on tP and EX.
According to (Simons 1987) and (Casati and Varzi 1999),
parthood is minimally characterized as a partial order, i.e., a
reflexive, antisymmetric, and transitive binary relation (ax-
ioms (a6), (a7), and (a8)). The inclusion of the extensional-
ity (axiom (a9)) guarantees the identity of objects that have
the same parts (t3) or that overlap the same objects (t4). The
theory Mg = {(a6)—(a9)} is called extensional mereology.

*Sider does not explicitly introduce a modal operator in his for-
mulation. However note that in a classical first order logic all the
formula can be considered as ‘necessary’.
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Figure 1: (pdn) is independent from (al0).

a6 Pxx

a7 Pey APyz — =y

a8 Pxzy A Pyz — Pzz

a9 —Pxy — Jz(Pzz A —0zy)

t3 MeHVz(Pza < Pzy) =y
t4 Mg hEVz(0zax < Ozy) Dz =y

It is possible to characterize perdurantism by introducing
an axiom analogous to (pd):

pdn EXzt — Jy(TPyxt)

Because, as already observed, P can in general apply to all
kinds of objects, standard mereologies do not analyze how
P and EX are related. (pdn) is a weak link between P and
EX that does not rule out models like the one in figure 1.a
where some of the parts of ¢ (namely, a and b) have temporal
extensions disjoint from the one of ¢.>

(al0) rules out these models by ensuring that the tempo-
ral extension of the part is included in the one of the whole.
First of all note that (al0) and (pdn) are independent: the
model in figure 1.a satisfies (pdn) but not (al0) and vice
versa for the model in figure 1.b. Secondly, and more im-
portantly, by defining parthood simpliciter as constant part-
hood (d6), (t5) shows that, in 7;p, (al0) holds. Therefore,
assuming (d6), the lack of (al0) prevents any equivalence
between 7;p and the theory based on parthood simpliciter
we are building.

al0 Pxzy A EXxt — EXyt
d6 Pxy = Vt(EXzt — tPzyt)
t5 Tip Fae) {(al0)}

Let 7p = {(al),(a6)—(al0),(pdn)}, where O, TP, and tP
are defined by (d1)—(d3).

(t6) shows that 7p is at least as strong as Zp, i.e., all the
axioms in Zip can be proved in 7p by assuming the same EX
and the definition (d3) for tP.

(t7) and (t8) show that 7p is strictly stronger than 7Zip,
because in 7ip temporal parts (at a specific time) are not
unique and different entities can coincide (see (t1) and (t2)).

>The graphical notation adopted follows four conventions: (4)
the times at which an entity exists are subscribed between square
brackets; (#¢) an arc from a to b without labels stands for part-
hood, i.e., {a,b) € P%; (i) an arc from a to b with label ¢
stands for temporary parthood at ¢, i.e., (a,b,t) € tP%; (sv) all
the arcs due to reflexivity and transitivity closure of parthood are
omitted. For example the graph in figure 1.a depicts the follow-
ing model: D = {a,b,c,t,t'}, EXT = {{a,t), (b, 1), {c,t')}, and
Pt = {<a7 a>7 <b7 b>7 <Cv C>v <a7 C>a <b7 C>}
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Figure 2: Counterexamples to the transitivity of the tempo-
rary parthood.

t6 7p F(a3) Tep
t7 Tp Fa3) tTPyaxt AtTPyzt — y =2
t8 7p F(a3)Vt(EXwt — tPxyt) A\VH(EXyt — tPyxt) 2z =y

To find a theory based on P equivalent to 7ip it is then
necessary to weaken 7p.

19 7o~ {(a8)} ¥(a3) (ad)

t10 7}\{(&9)}}‘((13) (ad)

t11 o~ {(al0)} ¥(as) (ad)

t12 7?3\{(217)} l_(d3) T

t13 Tp~{(@N}¥ TPyxt A TPzat -y =z

t14 Tp~{(a7)} ¥ (a3) tTPyst AtTPzat — y = 2

t15 Tp~{(a7) }F(a3) Vt(EX2t — tPxyt) \VE(EXyt — tPyxt)

— =1y

Tip F(a6) To~{(@7)}

(19), (t10), and (t11) show that weakening 7p by respec-
tively dropping the transitivity, the extensionality or the
‘temporal monotonicity’ of P lead to a too weak theory in
which the transitivity of the temporary parthood (defined via
(d3)) does not hold: figures 2.a, 2.b, and 2.c respectively il-
lustrate a model of 7p~.{(a8)}, 7p~{(a9)}, and 7Tp~.{(al0)}
in which (a,b,t), (b,c,t) € tPT but (a,c,t) ¢ tPT (in fig-
ure 2.a, the curved arrow on the left makes explicit that in
this case the transitivity closure is not valid, i.e. we have
(a,c)  PT).

(t12)—(t15) show that, dropping the antisymmetry of part-
hood, the embedding is maintained but the uniqueness of TP
and tTP does not holds and it is possible to have different
coincident objects. As a counterexample, let us consider:
EX* = {<a7 t>’ <b7 t>}’ P = {<a7 a>7 <b, b>v <aa b>’ <b7 a>}

(t16) shows that 7;p can be embedded in 7p~{(a7)} via
(d6). In addition, it is possible to prove that expanding the
definition of P in terms of the vocabulary of 7;p, and, succes-
sively expanding the formula obtained using the definition of
tP given in 7p, we re-obtain P; similarly starting from the
expansion of the definition of tP in terms of the vocabulary
of 7p. Therefore 7p~{(a7)} and Tip are equivalent.

It is also possible to strengthen 7ip via (all) (an axiom
that directly corresponds to the antisymmetry of P) to prove
the equivalence between 7p and 7ip U {(all)}.

t16

all Vt(EXxt — tPayt) A VE(EXyt — tPyzt) — =y
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The two equivalences and the theorems (t1) and (t2) show
that the main difference between 7ip and 7p concerns the
uniqueness of the temporal parts and the acceptance of the
coincidence of different objects (different objects that are
one part the other during their whole life).

These topics have been deeply discussed in the literature
on (material) constitution (see (Rea 1997) for a good re-
view). According to (all), if, for example, the clay that con-
stitutes a statue and the statue itself are different, they cannot
coincide during their whole life (even though the distinction
is based on a difference in modal behavior).® From my point
of view, this represents a genuine difference between perdu-
rantism and endurantism. While perdurantists, identifying
coincidence with identity, tend to reduce differences among
objects to mereological ones (in particular spatio-temporal
ones), endurantists tend to accept coincidence between dif-
ferent objects motivating this distinction by, not necessar-
ily mereological, different temporary property. While per-
durantists have a multiplicative approach towards parts, en-
durantists have a multiplicative approach towards coincident
objects.

Avoiding temporal parts

In this section, I introduce an alternative definition of tem-
porary parthood in terms of parthood and I show which ex-
istential conditions are necessary to embed the theory based
on parthood in the one based on temporary parthood.

Let us start observing that, as showed by (t17) and (t18),
the equivalence between 7p~{(a7)} and Zip and the one be-
tween 7p and Zep U {(all)} both rely on the existence of
temporal parts.

t17 Zp~{(pdn)} ¥ (43) (a3)
t18 Tip U {(al ) \{(pd)} ¥ (a6) (a9)

The situation in figure 1.b is a model of 7p \. {(pdn)} in
which (¢,t) € EXT and (c,¢,t) ¢ tPT (because ¢ has no
temporal parts).

EXT={{a, 1), (b, ), (b, ¢}, tPT={(a, a,1),{b, b, ), (a, b, ),
(b,a,t)} is a model of Tep U {(all)} \ {(pd)} in which
(b, a) ¢ PT but, because a is part of itself and it is also part
of b, both a and b overlap a, i.e.(a, a), (a, b) € OF. This situ-
ation fails to satisfy (a9) because the only part (simpliciter)
of b different from b (a proper part of b) is a that does not ex-
ists at ¢’. Therefore (a5) does not introduce any new object
because it applies neither at ¢ (a and b coincide at t) nor at ¢’
(only b exists at t'). (pd) allows to prove (a9) by introducing
the temporal part of b at ¢'.

According to (t17), by refusing (pdn), endurantists cannot
accept (d3) as a general definition of tP in terms of P. In the
following, I propose an alternative definition that commits
to existential conditions weaker than (pdn). More specif-
ically, I consider an extensional closure mereology (Casati
and Varzi 1999) extended just with (al0), i.e. the theory

75 = {(al), (a6)—~(al0), (al2), (al3)},

®Interpreting parthood as spatio-temporal inclusion, (all) ex-
cludes the possibility of having spatio-temporally co-located enti-
ties.



where SUM (SUMszy stands for “s is a sum of x and )
and DIF (DIFdzy stands for “d is a difference between z
and y”) are defined by (d7)—(d8). Note that to avoid ‘empty
objects’, according to (al3), the difference between = and y
exists only in case x is not part of y.

d7 SUMszy £ V2(0zs « Oz V Ozy)

d8 DIFdzy = Vz(Pzd « Pzz A —Ozy)
al2 Js(SUMszy)
al3 —Pzy — 3d(DIFdzy)

(d9) is my alternative to (d3). Informally, (d9) may be
explained in the following way: let us suppose that both z
and y exist at ¢, then z is part of y at ¢ if and only if (i) =
is part of y at every time at which it exists (and therefore, in
particular, at ¢); or (¢7) if x is part of y only during a part of
its life (the life of x), then this part of life includes ¢. The
condition (7¢) can be restated: if « is not part of y at ¢ (and
x exists at t), then the difference between x and y exists at ¢
because some parts of x that exist at ¢ are not part of y.

(t19) allows for interpreting parthood as constant part.

d9 tPzyt £ EXxt AEXyt A (PzyV 3d(DIFdzy A ~EXdt))’
t19 75 b (q9) Pzy < Vt(EXzt — tPxyt)
€20 T¢ H(a9) (a4)

(t20) shows that 75 is too weak. Figure 3 depicts® a
situation in which (A, B), (B, C) € tP* but (A, C) ¢ tP%.
To understand why, let us note that (a, A, B), (b, B,C),
(A,A,C) € DIFE, but only A (that is the only difference
between A and C') exists at ¢ and this fact prevents the pos-
sibility of having (A, C,t) € tP”. Notice that A exists at t
even though all its proper parts (a and b) exist only at ¢'.

Therefore to embed 75" in Tip U{(all)} \ {(pd)} we need
to strengthen 7. (t22), (t23) and (t24) show that (al4) (from
which (t21) follows directly) does the job without commit-
ting to the existence of temporal parts. A situation with only
one object that exists at two different times is a simple coun-
terexample to both (pdn) and (pd), but it is possible also to
build complex counterexamples following the situations in
figure 4.

al4 DIFdxy A EXxt A —EXyt — EXdt

t21 SUMszy A EXst — (EXat vV EXyt)

122 75 U {(al4)} =(q9) Zep U {(al D)} {(pd)}
23 T U {(al4)} ¥ (pdn)

t24 75 U {(al4)} ¥ (q9) (pd)

Without committing to temporal parts, 75 U {(al4)}
and the definition (d9) offers endurantists the possibility to
choose parthood simpliciter as primitive, informally reading

"In an extensional closure mereology, if z is not part of y then
the difference exists and it is unique, therefore (d9) is equivalent to
tPzyt £ EXxt A EXyt A (-Pzy — Vd(DIFdzy — —EXdt)).

8For the sake of conciseness, in the figure are reported only the
sums of couples of atomic objects. The graph needs to be com-
pleted with the sums of three and four atomic objects that however
are not relevant for the proof of (t20).
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Figure 4: Counterexamples to (pd).

this relation as ‘constant parthood’ which, in my understand-
ing, does not violate any endurantist principle.

It is clear that the equivalence between 75 U {(al4)} and
Tip U {(al)} \ {(pd)} cannot be proved. Strongly, (t18)
shows that Zep U {(al 1)}~ {(pd)} is too weak to prove the
extensionality of P via (d6).

This last problem can be solved by substituting {(pd),
(a5)} with (al5): 7, ={(al)—(a4), (al5)}. (t25), (t26), and
(t27) show 7,3 U {(al1)} does not commit to temporal parts
but it is strong enough to ‘recover’ the extensionality of P.
In addition, (t28) shows that 7} U {(all)} is not too strong
with respect to 75 U {(al4)}.

al5 EXxzt A —tPayt — Jz(tPzaxt AV (—tOzyt'))
25 T2 - (a5)

26 T2 U {(al )} ¥ (pd)

27 Tp U {(alD)} Fae) Zp~{(pdn)}

28 7% U {(@l4)} Fag) T2 U {(al )}

Figure 4 depicts two counterexamples to (pd) in 75 U
{(all)}. The example in figure 4.a does not satisfy the ‘max-
imality’ imposed to temporal parts, while in the example in
figure 4.b the fact that objects need to have a temporal part
at any time at which they exist does not hold. However,
the existential commitment imposed by (al5) is inevitably
stronger than the one imposed by (a5).

However, the embedding of 7.3 U{(all)} in 75 U{(al4)}
does not hold, i.e. 75U {(al4)} is strictly stronger than
7.5 U{(al1)}. In particular, the existential commitment pro-
vided by (al5) is too weak to guarantee the existence of the
difference (al3). Informally, (al3) requires that (¢) the dif-
ference between x and y is a part of x and (i) that all the
objects that are part of z and do not overlap y are part of
the difference. These conditions are not imposed by (al5).
The example in figure 5 does not satisfy the above condi-
tion (4¢) but it satisfies (al5) (and all the other axioms of
73 U {(alD)}): at ¢, a is not part of b, but ¢ satisfies the
constraint in (al5). At t, a is not part of ¢, but b satisfies the
constraint in (al5). At t’, a is neither part of b nor ¢, but d
satisfies the constraint in (al5) in both cases. Because a is
present at ¢ but, at this time, a is not part of b, then by (d6),
a is not part simpliciter of b, then the hypothesis of (al3) is
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Figure 5: Counterexample to (al3).

satisfied and the existence of the difference between a and b
must be proved. The only candidates for the difference are ¢
and d. c cannot be the difference because d is part of a at t/,
d does not overlap b at any time, but d is not part of c at any
time. d cannot be the difference because c is part of a at ¢,
¢ does not overlap b at any time, but ¢ is not part of d at any
time.

In addition to that, in 7% U {(all)} nothing guarantees
the existence of sums, for example models with two objects,
one existing only at ¢, the other one existing only at ¢’ are
not ruled out.

Conclusions and further work

In this work I studied some interconnections between theo-
ries based on parthood simpliter and theories based on tem-
porary parthood. I showed that, to build a theory based on
parthood simpliciter equivalent to the theory of Sider, the
antisymmetry of parthood cannot be included. I analyzed
how this result can explain some divergences between en-
durantism and perdurantism. In addition to that, theorem
(t19) and theorems (t22)—(t24), together with (d9), make ex-
plicit the possibility to have a characterization of temporary
parthood in terms of parthood simpliciter that, without com-
mitting to the existence of temporal parts, may be accepted
by endurantists (at least from my point of view).

Some formal results are still lacking. In particular I do not
know how the theory 7.3 U {(all)} can be extended in or-
der to prove the equivalence with 75 U {(al4)}. A straight-
forward possibility consists in adding to Z;3 U {(all)} the
analogue of axioms (al2) and (al3), but the proof of equiv-
alence with 75 U {(al4)} is not trivial. Another open prob-
lem concerns the independence of the existence of differ-
ences from (al5) plus the existence of sums: in presence
of (al5), is the existence of sums enough to guarantee the
existence of differences?

Finally, I think that, at least in the case of applications,
one of the main motivations to follow a perdurantist ap-
proach concerns the possibility to reduce the predication of
a property an object has at ¢, to the predication on the tem-
poral part of the object at ¢. By avoiding temporal parts,
my analysis does not provide any alternative to this reduc-
tion. I think that a possible alternative compatible with the
endurantist view is offered by trope theory (see (Daly 1997)
for a good survey) that conceives change as trope substitu-
tion. But this theory, that in any case commits to a new kind
of objects called tropes, requires other basic primitives no-
tions as inherence and resemblance that cannot be grasped
only in terms of parthood.

Acknowledgments. I'm very grateful to Laure Vieu and to
the anonymous reviewers for their really helpful comments.
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Evaluation of EPILOG: a Reasoner for Episodic Logic

Fabrizio Morbini and Lenhart Schubert

University of Rochester

Abstract

It can be quite hard to objectively evaluate a reasoner geared
towards commonsense problems and natural language appli-
cations if it uses a nonstandard logical language for which
there exist no publicly available datasets. We describe here
the evaluation of our recent improvements of the EPILOG
system, a reasoner for Episodic Logic, a superset of first-
order logic geared towards natural language applications. We
used both a sample of interesting commonsense questions ob-
tained from the ResearchCyc knowledge base and the stan-
dard TPTP library to provide an evaluation that tests the
unique features of Episodic Logic and also puts the perfor-
mance of EPILOG into perspective with respect to the state of
the art in first-order logic theorem provers. The results show
the extent of recent improvements to EPILOG, and that very
expressive commonsense reasoners need not be grossly inef-
ficient.

Introduction

We present here the evaluation of the progress made in the
development of the EPILOG system ((Schubert et al. 1993)
and (Schaeffer et al. 1993)), motivated by the recent effort
towards building a self-aware agent (Morbini and Schubert
2008). EPILOG is an inference engine for Episodic Logic
(EL) ((Schubert and Hwang 2000) and (Hwang and Schubert
1993)) that has been under development since 1990 ((Schu-
bert et al. 1993) and (Schaeffer et al. 1993)).

The EPILOG system and EL are designed with natural lan-
guage (NL) understanding in mind. The natural way to test
its capabilities (both on the reasoning front and on the repre-
sentation front) is by using a publicly available set of com-
monsense problems.

Among several collections that are available, we opted for
the set of problems contained in the ResearchCyc knowledge
base. They comprise more than 1600 problems that provide
both the English formulation of a question and its transla-
tion into CycL'. In addition to the abundance of interest-
ing and challenging questions, another advantage of using
this dataset is that it allows the comparison between our and
Cyc’s interpretation of each question.

The last point highlights the problem of comparison for
systems that use for their evaluation a dataset based on En-

"http://www.cyc.com/cycdoc/ref/cycl-syntax.html
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Specialist
interface

Figure 1: The high level structure of EPILOGI.

glish. Because a question expressed in English can be for-
malized in many ways and at various levels of detail, it is
very difficult to use the results obtained to compare different
systems. This lack of a dataset expressed in logic to facilitate
comparisons is not easily solved given the lack of agreement
on a single logical language well-suited for NL; and even if
such a language existed each English sentence can still be
interpreted in many ways and at different levels of detail.

Therefore, to give a more complete picture of the perfor-
mance of the EPILOG system and to facilitate comparisons
with other systems, we decided to evaluate it as well against
the widely used TPTP dataset for FOL theorem provers.
This puts the basic performance of the reasoner in perspec-
tive with respect to the state of the art in FOL theorem
provers. The evaluation on Cyc’s commonsense test cases
instead tests the features that distinguish EPILOG from a tra-
ditional FOL theorem prover.

In the paper if we need to distinguish between the legacy
EPILOG system and the new version we will refer to the for-
mer as EPILOG]1 and to the latter as EPILOG2.

This paper is organized as follows: first we briefly de-
scribe the high-level structure of the EPILOG system, and
then highlight the major improvements made to EPILOG in
the EPILOG2 system. Then we describe in detail the evalua-
tion of the system and state our conclusions.

EPILOG

In this section we briefly describe EPILOG and EL. Figure
1 represents the building blocks of the EPILOG1 system and



how they are connected together. EPILOG1’s core contains
the inference routines, the parser, the normalizer and the
storage and access schemas to retrieve and add knowledge
from/to the knowledge base. A set of specialists, connected
to the core inference engine through an interface module,
help the general inference routines to carry out special in-
ferences quickly (e.g., type inference to conclude whether
[Carl Artifact] is true given that Carl is a coupe and coupes
are a type of car, cars are vehicles, and vehicles are artifacts).
The specialist interface consists of a series of flags associ-
ated with some key predicates/functions that automatically
activate predefined functions in a particular specialist.

EPILOG is a reasoner for EL. EL is a highly expressive
natural logic with unique features, including modifiers, rei-
fiers, substitutional and generalized quantifiers and episodic
operators, making EL particularly suited for (NL) applica-
tions. Briefly, the major differences with respect to FOL are
the following.

To represent events and their relations, three episodic op-
erators are introduced: *, ** and @. These operators take
a well-formed formula (wff) and a term (an event) as argu-
ments. For example, the EL formula [[D/ lose-control-of
VI] ** el] expresses that el is the event characterized by
D1 losing control of VI. (Note that predicates are preceded
by their “subject” argument in wffs.) Substitutional quan-
tification over predicative expressions, wifs, and other syn-
tactic entities is required to express meaning postulates and
introspective knowledge. It is also important for interfacing
the general inference engine with specialists (as described
later). EL modifiers correspond to the modifiers used in NL,
e.g., “very”, “almost” or “by sheer luck”, and reification op-
erators are used to represent generics and attitudes. Quan-
tifiers allow for the use of a restrictor. For example, in the
sentence “Most dogs are friendly”, “dogs” is the restrictor
of the quantifier “most”. For the quantifiers V and 3 the re-
strictor can be incorporated into the remainder of the quan-
tified sentence, but for many generalized quantifiers this is
not possible.

EPILOG2

In this section we mention the major changes made to EPI-
LOG]1. The interface to knowledge bases (KB) has been re-
designed to facilitate 1) temporary modifications to a KB
(introduced for example by the assumption-making used
during inference) and 2) the development and testing of
new access schemas (i.e. mechanisms to retrieve knowledge
from a KB). The result is a KB system based on inheritance
of KBs (similar to what Cyc uses for inheritance of micro-
theories) in which each KB is associated with a particular
access schema that can be easily changed.

The parser was changed from an if-then based mechanism
to a system based on a standard chart parser. This allows for
easy debugging and modifications to the ever-evolving EL
grammar.

The interface to specialists is now based on explicit meta-
knowledge stored like any other knowledge. This knowl-
edge specifies under what conditions a particular specialist
functionality can be called. For example the formula (¥, s
w ['w without-free-vars] [[(apply ’apply-fn-knownbyme?
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'w) = "yes] = [(that w) knownbyme]]) describes when the
introspective specialist can be called to answer whether EP1-
LOG knows a particular formula w. The interface is based on
this Apply function, which is known to the inference engine
as having a special meaning.

An automatic system to extract type information has been
added to EPILOG. Currently this system is used 1) to build
type hierachies, 2) to keep track of the return type of func-
tions based on the type of the arguments and 3) to build a hi-
erarchy for the arguments of transitive predicates (also tran-
sitive predicates are automatically detected by looking for
formulas like Vx Vy Vz (((x Pyland [y P z]) = [x P
z])))), expressing transitivity).

The question-answering (QA) framework has been totally
redesigned to allow for QA inside QA (used in introspec-
tion and called recursive QA). In addition subgoals are now
selected using a hierachical agenda that sorts the subgoals
based on 1) the size of the formula associated with subgoal
g relative to the size of the biggest formula among the sib-
lings of g; 2) the % of times a descendant of g or g itself was
selected for inference but no improvement was obtained?; 3)
the % of g that is solved (this is greater than O only for a sub-
goal that at some point can be split, e.g., a conjunction); 4)
the % difference between the size of ¢g’s formula and the size
of the smallest formula among the descendants of g whose
solution would imply a solution of g; for conjunction of sub-
goals, their average size is considered.

Evaluation

To evaluate the progress of our effort to build a self-aware
agent based on EPILOG2, we used two methods: 1) test-
ing on a selected small set of examples from the common-
sense test cases contained in Research Cyc; 2) the scalability
test included in the TPTP library of problems for theorem
provers; this scalability test was constructed from the Open-
Cyc knowledge base. With the first type of evaluation we are
testing the adequacy of EL for directly expressing English
questions and background knowledge, and the reasoning ca-
pabilities of EPILOG2. With the second type of evaluation
we are testing how EPILOG? fares in relation to the state of
the art of FOL theorem provers.

First we will describe the set of questions used to test
EPILOG2’s commonsense reasoning capabilities. Most of
the questions have been manually encoded in EL because
the general-purpose English to EL translator is not yet ro-
bust enough to handle these questions. However care has
been taken not to simplify the EL form of those questions to
make the job of the reasoner easier; instead we made an ef-
fort to produce EL versions that would likely be produced by
an automatic, compositional English-to-EL translator. This
is why some questions may appear more complex than one
might expect, based on traditional “intuited” formalizations
of English sentences.

In the formulas used in the following examples, we use
Epi2Me as the internal constant that refers to the system it-
self.

2An improvement is measured either by a decrease in size of
the resulting subgoal, or solution of the subgoal.



Question 1 is “How old are you?”, which in EL becomes:

(Whterm X (3term y [’ rounds-down "y]

(3 z [y expresses z (K (plur year))]
(d e [e at-about Now ]
[[z age-of Epi2Me] ** e]))))

K is a reification operator that maps a predicate (here,
(plur year), a predicate true of any collection of years) to
a kind (here, the kind whose realizations are collections of
years).

We have assumed that the representation of the question
would be expanded pragmatically to include conventional
restrictions on the form of the answer expected, i.e., an an-
swer in rounded-down years rather than, say, seconds. These
pragmatic constraints depend on the question itself; for ex-
ample they would be different for a question like “How old
is this bagel/star/rock/etc.?”. In the future we would like to
automatically include such constraints by means of “cooper-
ative conversation axioms”. We might have an axiom saying
something like: If X informs Y about a quantitative attribute
F (such as weight, age, temperature, etc.) of some entity Z,
then X is conversationally obligated to express F(Z) in units
that are conventional for entities of the type(s) instantiated
by Z. In addition we would need various axioms about the
conventional units for expressing weight, age, etc., of vari-
ous types of entities. These axioms would then be used to
refine the raw logical form of a question to include the prag-
matic constraints. However, here we just focused on solving
the question, manually adding the necessary pragmatic con-
straints.

Some of the key knowledge used to answer this question
is the following:

This axiom defines the age of an entity during a particular event,
when the entity’s birth date is known:
(V'y (¥ x [x (be (birth-date-of y))]
(V e [[(time-elapsed-between (date-of e) x) age-of y] @ e])))
Axiom defining the relation between the ** and @ operators:
NVwssrw (Ve (w@e] &
(del [el same-time e] [w ** el]))))
Axiom that describes which specialist function to call to express
the function time-elapsed-between in a particular type of unit:
(V x (x is-date) (V' y (y is-date)
(Vprea type (type el-time-pred)
(V1 (r = (Apply ’diff-in-dates? ’x "y ’type))
(’r expresses (time-elapsed-between X y)
(K (plur type)))))))

The most interesting part of this example is the use of a set
of axioms based on the Apply function to make the reasoning
system “aware” of a set of procedures useful in computing
mathematical operations and in doing type conversions. In
this way EPILOG?2 is able to return the answer to the question
expressed as an integer that is the floor of the amount of time
in years that has elapsed between the date of birth of EPILOG
and now (the moment of speech). In EL the unifier found
for the variable x of the initial question is: (amt 18 (K (plur
year))).

Question 2 is “What’s your name?”, which expressed in EL
is:
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(d e [e at-about nowO]
[(wh z ([z name] and [Epi2Me have z])
Ty ly thing] [y (BE (L x (x =2)))])) ** e])
Some of the key knowledge used to answer this question
is the following:

The event nowO is during the event e2:
[now0 during e2]

The event e2 is characterized by EPILOG having the name ’epilog-
name’:

[[Epi2Me have ’epilog-name] ** e2]
If one event is characterized by something possessing something
else, then that will also be true for any event during the first event:

Vx (Vy (V¥ z[[x have y] ** 7]
(V zz [zz during z] [[x have y] @ zz]))))

Of interest here is the last axiom because it ascribes “in-
ward persistence” (homogeneity) to predicate have, a prop-
erty it shares with other atelic predicates. The two other
formulas are hand-additions to the current knowledge base,
but they should be automatically inserted, the first by the En-
glish to EL generator, the second by a self-awareness demon
that is in charge of maintaining basic information about the
agent, for instance, its name, its state (e.g. sleeping, awake,
etc.) and its “state of health” (e.g., cpu consumption, free
memory, garbage collection status, etc.).

To correctly answer this question the reasoner also uses
lexical knowledge that states which predicates are atemporal
and therefore can be moved out of the scope of the ** op-
erator. This knowledge is expressed in EL and it is used by
the normalizer. An example is ("thing EL-type-pred), stating
that "thing’ is a type predicate and therefore atemporal.
Question 3 shows how EPILOG could answer questions
about its own knowledge. The question is “What do you
know about the appearance of pigs?”, which in EL we ex-
pressed as:

(wh x [x appearance-fact-about (K (plur pig))])

Some of the relevant knowledge involved in this example
is:

Pigs are thick-bodied:
[(K (plur pig)) thick-bodied]

The predicate ‘thick-bodied’ is an appearance predicate:
[*thick-bodied appearance-pred]

Every wif that uses an appearance predicate is a fact about the ap-
pearance of its subject:

(Vprea p ['p appearance-pred]
(V x [x p] [(that [x p]) appearance-fact-about x]))

One could construct much more complex formulas per-
taining to the appearance of something, e.g., that the appear-
ance of a person’s hair — say, color and style — constitutes
appearance information about the person.

The remaining questions are taken from the ResearchCyc
1.0 collection of commonsense test cases. About 81% of
these test cases have been axiomatized to become solvable



by Cyc; among those presented here, the last two have a
solution in Cyc. An important difference between our and
Cyc’s approach to these problems is in the style of formal-
ization: Cyc’s representations are in a simplified form that
1) is geared towards the CycL style (e.g., using many con-
catenated names for complex expressions instead of compo-
sitionally combining the parts), which is far from NL-based
representations; and 2) omits important details (e.g. tempo-
ral relations) and pragmatic constraints.

Question 4 is “Can gasoline be used to put out a
fire?”. In Cyc this is the test case named #S$CST-Can—
YouUseGasToPutOutAFire, and the question is
expressed  as: ((TypeCapableFn behavior-—
Capable) GasolineFuel ExtinguishingA-
Fire instrument-Generic). (TypeCapableFn
behaviorCapable) returns a predicate that describes
the capacity for a certain behavior of a certain type of
thing in a certain role position. In effect the question
becomes, “Is gasoline-fuel behaviorally-capable of being a
generic-instrument in fire-extinguishing?”

We also interpret the question generically, but we adhere
more closely to a possible English phrasing, asking whether
there could be an instance where a person uses gasoline to
put out a fire:

(d e [e during (extended-present-rel-to Now)]
(3 x [x person]
(Fy Ly ((nn gasoline) fuel)]
(3 z [z fire]
[[x (able-to ((in-order-to (put-out z)) (use y)))]
@ e]))))

Some of the knowledge relevant to this question is:

If some person is able to use some stuff to put-out a fire then s/he
must be at the same location as the fire, must have at hand that stuff
and that stuff must be flame-suppressant:

(V e [e during (extended-present-rel-to Now)]
(V x [x person] (V'y [y stuff] (V z [z fire]
([[x (able-to ((in-order-to (put-out z)) (use y)))] @ e]
= ([[x has-at-hand y] @ e] A [[x loc-at z] @ e]
[y flame-suppressant]))))))

Gasoline is flammable stuff:
(V x [x ((nn gasoline) fuel)] ([x flammable] A [x stuff]))
Flammable things are not flame-suppressant:

(V x [x flammable] (not [x flame-suppressant]))

The question is answered negatively by using the knowl-
edge that to be able to put-put a fire one must use a flame-
suppressant material, and gasoline is not a flame-suppressant
material.
Question 5 is Cyc’s question named #$CST-DoesCyc—
HaveABRiologicalFather, which in English is “Do
you (Cyc) have a biological father?”. In Cyc the question
is represented as (thereExists ?F (biological-
Father Cyc ?F)).

We expressed the question in EL as follows:

(d e [e at-about Now]|
(Fy [[Epi2Me (have-as ((attr biological) father)) y]
i el))
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In this question, have-as is a so-called “subject-adding
operator” that takes a unary predicate as argument and re-
turns a binary predicate. In this case ((attr biological) fa-
ther) is the monadic predicate true for all individuals that
are biological fathers. (have-as ((attr biological) father)) is
the binary predicate that is true for all pairs of individuals in
which the object of the predicate is the father of its subject.

The relevant knowledge for this example is:

EPILOG is an artifact:
[Epi2Me artifact]
No artifact is a natural object:
(V¥ x [x artifact] (not [x natural-obj]))
A creature is a natural object:
(V x [x creature] [x natural-obj])
All creatures have a biological father:

(V x ([x creature] <
Fy@3e
[[x (have-as ((attr biological) father)) y] ** e]))))

The question is answered negatively by using the knowl-
edge that EPILOG is an artificial thing and therefore not a
natural object. Further it is known that only creatures can
have a biological father and that creatures are a subtype of
natural objects.

Question 6 corresponds to Cyc’s question named
#SCST-AnimalsDontHaveFruitAsAnatomical-
Parts-HypothesizedQueryTest In Cyc the
question is expressed as (implies (isa ?ANIMAL
Animal) (not (relationInstanceExists
anatomicalParts ?ANIMAL Fruit))).

In EL we express the question (more naturally, we claim)
as:

(V e [e during (extended-present-rel-to Now)]
(No x [x animal]
[[x (have-as anatomical-part) (K fruit)] ** e]))

The function extended-present-rel-to applied to an event
e returns the event that started long ago and continues long
pass the end of the event e. The extent of the event returned
should be context-dependent. However, for this question this
is irrelevant given that the knowledge used is presumed true
for any event. The relevant knowledge for this example is:

Plant stuff is not animal stuff:

(V¥ x [x plant-stuff] (not [x animal-stuff]))
Fruits are made of plant stuff:

[(K fruit) made-of (K plant-stuff)]
Animals are made of animal stuff:

[(K animal) made-of (K animal-stuff)]

If an individual x is made of (kind of stuff) p and if (kind of stuff)
q is a subtype of p then x is made of q:
(VX (Vprea p [x made-of (k p)]
(Vprea q (Vy [y pl ly q])
[x made-of (k q)])))

If an individual x is made of (kind of stuff) p and if (kind of stuff)
q is disjoint from p then x is not made of q:



(V X (Vprea p [x made-of (k p)]
(Vprea q (V'y Ly pl (not [y q1))
(not [x made-of (k q)]))))

If a type p is made of (kind of stuff) q then all individuals of type p
are made of q:

(vp'red p (vp'red q ([(k p) made-of (k Q)] =
(V'y [y p] [y made-of (k q)1))))

Every part is made of the material of the whole:
Vw®M™e™p

([[w (have-as anatomical-part) p] ** e] =
(¥ wm [w made-of wm] [p made-of wmy])))))

We decided to answer the question by saying that all parts

are made of the same substance of which the whole is made.
However the case of artificial parts/organs is not captured
by this knowledge. One could improve on it by saying that
organic parts must be made of biologically compatible mate-
rials, while any artificial parts must be made of durable inert
materials that are compatible with the organic parts they are
in contact with.
Question 7 corresponds to Cyc’s question named #$CST—-
DoAgentsBelieveWhatTheyKnow. The English ver-
sion of the question reads “If you know that something is the
case, do you believe that it is the case?”. In Cyc the question
is represented as: (implies (knows ?AGT ?PROP)
(beliefs ?AGT ?PROP)). In EL we provide the fol-
lowing reg)resentation as a direct reflection of English sur-
face form”:

(V €0 [e0 at-about Now]
(V¥ x [x thing]
([[Epi2Me know (that (F el [e] at-about e0]
[[x (be the-case)] ** el]))
1 **e0] =
(de2 ([e2 at-about Now] and [e0 same-time e2])
[[Epi2Me (believe
(that (4 e3 [e3 at-about e2]
[[x (be the-case)] ** e3])))
1% e2]))))

The key knowledge to answer this question is the follow-
ing axiom:

If an event is characterized by some agent knowing something then
it is also characterized by the agent believing it:

(Ve (Vx (all p ([[x know p] ** e] = [[x believe p] ** e]))))

Question 8 (our last example) corresponds to Cyc’s
commonsense test case named #$CST-CanYouAttack—
SomeoneWithAGolfClub. In English the question is
“Can you attack someone with a golf club?”. Cyc expresses
it in the same way as question 4: ( (TypeCapableFn
behaviorCapable) GolfClub Physically-
AttackingAnAgent deviceUsedAsWeapon).
In EL we represent the question as:*

3apart from the events and event relations introduced by the
temporal deindexing that follows logical form computation (Schu-
bert and Hwang 2000).

*EPILOG also answers the case in which “you” is interpreted
literally to mean EPILOG itself. In this case, the question is an-
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(3 x [x golf-club] (I y [y person] (3 z [z person]
(d e [ly ((adv-a (with-instr X)) (attack z))] ** e]))))

The knowledge relevant to this question is:

If an object can be swung by hand, and is solid, and weighs at least
two pounds, it can be used as a striking weapon:

(V¥ x [x phys-obj]
[[(J e [[x (pasv ((adv-a (by (k hand))) swing))] ** e]) A
[x solid]
(3 w [[x weighs w] A [w (= (k ((num 2) pound))]])]
= (d e [[x (pasv (use-as ((nn striking) weapon)))] ** e])])

A golf club can be swung by hand, is solid, and weighs at least two
pounds:

(¥ x [x golf-club]
[(some e [[x (pasv ((adv-a (by (k hand))) swing))] ** e]) A
[x solid] [x phys-obj] (3 w [[x weighs w] A
[w > (k ((num 2) pound))]D])
For any striking weapon, one person can attack another with the
weapon, by striking him or her with it:
(¥ x [x ((nn striking) weapon)] (3 y [y person] (3 z [z person]
(d e [ly ((adv-a (by-means (Ka ((adv-a (with-instr X))
(strike z)))))
((adv-a (with-instr x)) (attack z)))] ** e]))))
There is a golf-club:
(3 x [x golf-club])

(’by-means” modification is monotone) If an agent does some ac-
tion by means of another action, then he does the first action:
(Vprea p (VX (Vy
(¥ e [[x ((adv-a (by-means y)) p)] ** e] [[x p] ** e]))))

This question is answered positively by using the knowl-

edge that golf-clubs are heavy and solid and can be swung
by a person and that objects with those properties can be
used to attack another person.
FOL scalability tests: the second part of the evaluation put
into perspective the performance of the reasoner with re-
spect to standard FOL theorem provers on the classic TPTP?
dataset. In particular we used the CSR® problems derived
from the conversion into FOL of the OpenCyc ontology (Ra-
machandran, Reagan, and Goolsbey 2005).

We used the subset of CSR problems that was designed
to test the scalability of a theorem prover. In particular the
problems used were those designated as CSR025 through
CSRO074 in segments 1 to 5. Even though the access schema
of EPILOG2 is a simple exhaustive one and therefore not
scalable, the results will provide a good bottom-line com-
parison with future improvements of EPILOG.

Table 1 summarizes the results. The systems compared
are EPILOG17, EPILOG2, and Vampire 9, which is represen-

swered negatively using introspection, a closure axiom that asserts
that EPILOG’s knowledge with respect to major abilities is com-
plete, the fact that physical actions are major ability and that at-
tacking somebody requires the ability to perform physical actions.

3See http://www.cs.miami.eduktptp/

8See  http://www.opencyc.org/doc/tptp_challenge_problem_set
in particular the section The Scaling Challenge Problem Set.

"In particular it is the version of June 22"¢2005.



| Segment | Size (min/avg/max) | EPILOGI FI | EPILOGI no FI | EPILOG2 | Avg depth | Vampire 9 |

] (22/597163) 46 76 100 59 100
2 (/110179 6 44 92 56 100
3 (/72947 0 0 54 45 82
7 (/429817 0 0 78 i3 32
5 (/5344351 0 0 2 3 0

Table 1: Summary of the tests carried out between EPILOG1, EPILOG2 and the Vampire theorem prover, version 9. The first
column contains the segment number (1-5) of the segments comprising the scalability subset of the CSR dataset (with 50
problems in each segment). Column 2 lists min, max and average number of formulas contained in the problems in that specific
segment. (If all problems contain the same number of formulas only the average is shown). Columns 3, 4, and 5 show the
percentage of problems for which a solution was found, respectively by EPILOG1 with forward inference enabled, EPILOGI
without forward inference and EPILOG2 (which by default has no forward inference enabled). Column 6 shows the average
depth of the answer found by EPILOG2. Column 7 shows the percentage of problems solved by Vampire. All system have been

limited to a timeout of 120 seconds.

tative of state-of-the-art FOL theorem provers®. All systems
were run under the same conditions and were subjected to a
2 minute limit per problem.

Conclusion and Further Work

In this paper we described how we evaluated the work on the
development of the latest version of the EPILOG system in
a way that we think tests the particular features that charac-
terize EPILOG and that also may allow for comparison with
other commonsense reasoners independently of which logi-
cal language they use.’

The evaluation was divided into 2 parts. In the first we
selected 8 examples, five of which were from ResearchCyc.
These examples were selected to test the features of EL and
of EPILOG such as introspective question answering, quota-
tion and subtitutional quantification, interfacing to special-
ists, etc. The second part was based on a subset of the TPTP
dataset used to test the scalability of a theorem prover. This
part, in addition to providing a baseline for assessing future
enhancements of EPILOG, demonstrates significant perfor-
mance gains achieved here over EPILOG1, and will facilitate
further comparisons with other theorem provers. Moreover,
the results show that a reasoner for a highly expressive logic
doesn’t have to be impractically inefficient compared to a
less expressive one'?. It should be kept in mind that in addi-
tion to not lagging far behind state-of-the-art performance in
FOL theorem provers in their domain of competence, EPI-
LOG is capable of additional modes of reasoning and metar-
easoning as shown by the first evaluation.

In future we plan to close the remaining gap between EPI-
LOG and FOL theorem provers, implement a more efficient
access schema for knowledge retrieval, implement proba-
bilistic reasoning, provide for uniform handling of gener-
alized quantifiers, and extend the new approach to specialist
deployment to all specialists.

$Download available at http://www.cs.miami.edu/tptp/CASC/J4/-

Systems.tgz
° Allowing longer times had minimal effect on both systems.
"Ocontrary to the alleged “expressivity/tractability tradeoff”.
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Abstract

Traditionally, agent architectures based on the Belief-
Desire-Intention (BDI) model make use of pre-
compiled plans, or if they do generate plans, the plans
do not involve stochastic actions nor probabilistic ob-
servations. Plans that do involve these kinds of actions
and observations are generated by partially observable
Markov decision process (POMDP) planners. In partic-
ular for POMDP planning, we make use of a POMDP
planner which is implemented in the robot program-
ming and plan language Golog. Golog is very suit-
able for integrating beliefs, as it is based on the situa-
tion calculus and we can draw upon previous research
on this. However, a POMDP planner on its own cannot
cope well with dynamically changing environments and
complicated goals. This is exactly a strength of the BDI
model; the model is for reasoning over goals dynami-
cally. Therefore, in this paper, we propose an architec-
ture that will lay the groundwork for architectures that
combine the advantages of a POMDP planner written in
the situation calculus, and the BDI model of agency. We
show preliminary results which can be seen as a proof
of concept for integrating a POMDP into a BDI archi-
tecture.

Introduction

Traditionally, plan-based agents that include generative
planning (as opposed to utilizing pre-compiled plans) would
generate a complete plan to reach a specific fixed goal, then
execute the plan. If plan execution monitoring is available,
the agent would replan from scratch when the plan becomes
invalid. Due to the time requirements for generating com-
plete plans, the plan may be invalid by the time it is exe-
cuted. This is because the world may change substantially
during plan generation.

Therefore, Belief-Desire-Intention (BDI) architectures
take a different approach. BDI theory is based on the philos-
ophy of practical reasoning (Bratman 1987). It offers flexi-
bility in planning beyond traditional planning for agents, by
reasoning over different goals. That is, an agent based on
BDI theory can adapt to changing situations by focusing on
the pursuit of the most appropriate goal at the time. Typi-
cally, an appropriate plan to achieve an adopted goal is then
selected from a data base of plans. Although a plan that sat-
isfies certain constraints (e.g., does not conflict with other

alexander.ferrein@uct.ac.za,
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adopted plans, is executable, etc.) will be adopted, it may
not be the most appropriate plan in existence. A plan that is
generated with the agent’s current knowledge for guidance,
may be more appropriate. BDI agents can also make rational
decisions as to when to replan if a plan becomes invalid, re-
ducing the amount of replanning, thus increasing the agent’s
reactivity. Note that the BDI model is, however, not the only
approach to replanning (cf. (Likhachev et al. 2005)).

In general, BDI architectures do not make use of plan gen-
eration, they rather draw on plan libraries. While with BDI
approaches, an agent can reason over several goals, the agent
lacks some flexibility by not being able to generate suitable
plans on demand. Therefore, in this paper, we aim at inte-
grating a POMDP planner into a BDI architecture to com-
bine its benefits with the ability to generate plans. More-
over, we want to supply models that are as realistic as possi-
ble. We therefore decided on employing partially observable
Markov Decision Processes (POMDPs).

In this paper we describe our approach for combining
BDI theory with a POMDP planner. Combining the two
formalisms can be viewed from two perspectives. One,
to enhance an existing planner for use in real-time dy-
namic domains by incorporating the planner into a BDI
agent architecture so that the management of goal selec-
tion, planning and replanning is handled in a principled
way. Two, to enhance the classical BDI agent architec-
ture by incorporating a POMDP planner into the BDI ar-
chitecture so that the agent can reason (plan) with knowl-
edge about the uncertainty of the results of its actions, and
about the uncertainty of the accuracy of its perceptions.
We employ the POMDP planner described in our previous
work (Rens, Ferrein, and Van der Poel 2008). This plan-
ner is implemented in Golog (Levesque et al. 1997), which
in turn is based on the situation calculus (McCarthy 1963;
Reiter 2001). An advantage of using a Golog implementa-
tion for the planner is that the integration of beliefs into the
situation calculus has previously been done (e.g., (Bacchus,
Halpern, and Levesque 1999)) and this work can be used for
formulating POMDPs. Further, given a background action
theory, an initial state and a goal state (or reward function in
POMDPs), Golog programs essentially constrain and spec-
ify the search space (the space of available actions).

The resulting plan (or policy in POMDPs) is a Golog pro-
gram which can be executed directly by the agent. To the



best of our knowledge, till present, no BDI-based agent ar-
chitecture has implemented its planning function so as to
generate plans that take stochastic action and partial obser-
vation into account. Therefore, this work can be seen as a
first proof of this concept.

The rest of the paper is organized as follows. In the next
section we introduce the plan generator used in this study.
Then, we briefly introduce the BDI theory, after which we
explain our hybrid BDI/POMDP-planner architecture in de-
tail. Before we conclude, we show some preliminary results
from an implementation of our architecture, which gives a
first proof of our approach.

The Planning Module
The POMDP Model

In partially observable Markov decision processes
(POMDPs) actions have nondeterministic results, yet
may be predicted with a probability of occurrence. And
observations are uncertain: the world is not directly ob-
servable, therefore the agent infers how likely it is that the
world is in some specific state. The agent thus believes
to some degree—for each possible state—that it is in that
state. Furthermore, a POMDP is a decision process and
thus facilitates making decisions as to which actions to
take, given its previous observations and actions. Formally,
a POMDP is a tuple (S, A,7,R,Q,O0,by) with: S, a
finite set of states of the world; A, a finite set of actions;
T : S x A — II(S) is the state-transition function, where
IT is a probability distribution; R : & x A — R, the
reward function; ), a finite set of observations the agent
can experience; O : S x A — II(Q), the observation
function; and by, the initial probability distribution over
all world states in S (see e.g., (Kaelbling, Littman, and
Cassandra 1998)). In the model, b is a belief state, i.e. a
set of pairs (s, p) where each state s € S is associated with
a probability p. The state estimation function SE(b, a, o)
updates the agent’s beliefs. Now the aim of the agent
deploying a POMDP model is to determine a policy, that
is, the actions or decisions that will maximize its rewards.
Formally, a policy 7 is a function from a set of belief states
B to the set of actions: m : B — A. That is, actions are
conditioned on beliefs. This means that the agent takes its
next decision not only based on a stochastic action model,
but also on a stochastic observation model. In this sense, a
policy can be represented as a policy tree, with nodes being
actions and branches being observations.

Planning over Degrees of Belief

In this section we describe our POMDP planner, an exten-
sion to the decision-theoretic language, DTGolog (Boutilier
et al. 2000).

DTGolog is based on Reiter’s variant of the situation cal-
culus (McCarthy 1963; Reiter 2001), a second-order lan-
guage for reasoning about actions and their effects. Accord-
ing to this calculus, changes in the world are due only to
actions, so that a situation is completely described by the
history of actions starting in some initial situation—do(a, s)
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is the term denoting the situation resulting from doing ac-
tion a in situation s. Properties of the world are described by
fluents, which are situation-dependent predicates and func-
tions. For each fluent the user defines a successor state ax-
iom specifying precisely which value the fluent takes on af-
ter performing an action. These, together with precondition
axioms for each action, axioms for the initial situation, and
foundational and unique names axioms, form a so-called ba-
sic action theory (Reiter 2001).

Decision-theoretic planning in DTGolog works roughly
as follows. Given an input program that leaves open sev-
eral action alternatives for the agent, the DTGolog inter-
preter generates an optimal policy. Formally, the interpreter
solves a Markov Decision Process (MDP, cf. e.g., (Puterman
1994)) using the forward search value iteration method—
searching (to a specified horizon) for the actions that will
maximize the total expected reward. Programs are inter-
preted as follows: All possible outcomes of the intended
nondeterministic, stochastic action are expanded. For each
choice point, the action resulting in the optimal value at the
particular point in the MDP, is determined. These values
are calculated relative to the world situation associated with
the point in the MDP. The policy is calculated with an opti-
mization theory consisting of a reward and a transition func-
tion (cf. also (Boutilier et al. 2000)). The transition func-
tion describing transition probabilities between states of the
Markov chain is given by Reiter’s variant of the basic action
theory formalized in the underlying situation calculus (Mc-
Carthy 1963; Reiter 2001). Formally, the BestDo macro
defines the process described above: it evaluates an input
program and recursively builds an optimal policy.

The POMDP planner we use here is BestDoPO (Rens,
Ferrein, and Van der Poel 2008); an extension of BestDo
(BestDo Partially Observable), which calculates an op-
timal policy for the partially observable case (Rens, Fer-
rein, and Van der Poel 2008). The main difference is that
BestDoPO operates on a belief state rather than on a world
state. BestDoPO(p,b, h,m,v,pr) takes as arguments a
Golog program p, a belief state b and a horizon h, which
determines the solution depth sought by the interpreter. The
policy 7 as well as its value v and the success probability pr
are returned. After a certain action a is performed and the
associated observation o is perceived, the next belief state is
determined via a belief state transition function (similar in
vein to the state estimation function of the previous subsec-
tion, and the successor-state axiom for likelihood weights as
given in (Bacchus, Halpern, and Levesque 1999)):

bpew = BU(0,0a,b) =
btemp = {(5+7p+) | (3n75+7p+)~(5+7p+) S btemp :
st =do(n,s) A choiceNat(n,a, s) A PossAct(n, s)A
pt =p-probObs(o,a,s) - probNat(n,a, s)}
bpew = normalize(biemp).
choiceNat(n, a, s) specifies the possible outcomes 7 of the
agent’s intention to perform action a. PossAct(n,s) de-

notes the possibility of performing action n in situation s.
probObs (o, a,s™) and probNat(n,a, s) are functions that



return the probability of observing o in the situation s™—
the situation resulting from doing action a, and respectively,
the probability of action n being the outcome of the intention
to execute action ¢ in situation s.

For BestDoPO to be integrated as required for the
present work, two arguments are added to the list:
BestDoPO as defined in (Rens, Ferrein, and Van der Poel
2008) is modified to return ¢ and to take nom. The input
program may provide information for a sequence of actions
of length greater than the policy horizon. Call the remaining
program d—the portion of the program that was not used for
policy generation. § becomes the new program from which
future policies will be generated. nom—the name of the
input program—is used to select the reward function associ-
ated with the input program. Two clauses that are part of the
definition of the modified BestDoPO appear below.

def

BestDoPO(p, 6, nom, b, h, 7, v, pr)
h=0Ad=pA
7 = stop A Ju.believedReward(nom, v, b) A pr = 1.
BestDoPO(a : p,6,nom, b, h, 7, v, pr) o
—actionBelievedPossible(a, b) A
d=pAm=stopANv=0Apr=0V
actionBelievedPossible(a, b) N
3 obs.setofAssocObservations(a, obs) A

3n’ ', pr. Auz(obs, a, p, §,nom, b, h, ', v’ pr) A
believedReward (nom,r,b) A7 = a;7’ Av=1r+".

Please refer to (Rens, Ferrein, and Van der Poel 2008) for
more detail.

BDI Theory

A desire is understood as what an agent ideally wants to
achieve, that is, what motivates it. In reality, agents are
resource-bounded, and hence should rationally choose the
desires to pursue whose achievement are most valuable to
the agent and that are achievable according to the agent’s
current situation and capabilities. The desires that have been
committed to pursuing through a rational process of reason-
ing may be called intentions. The Belief-Desire-Intention
(BDI) model of agency takes intentions—in addition to be-
liefs and desires—as first-class mental states. Traditional
agent architectures either simply do not consider intentions,
or do not consider them as explicit operands within the pro-
cesses of an agent’s reasoning system.

The value of taking intentions seriously is that they man-
age the agent’s resources in a rational way. Intentions induce
the agent to act and intentions persist. As such, they fo-
cus the agent’s activity to commit resources and thus pursue
a desire more effectively. Also, because intentions persist,
new intentions are not constantly being adopted: new inten-
tions are constrained by current intentions, and hence, future
deliberation is constrained (Wooldridge 2000).

It is useful to distinguish between deliberation: to decide
on what ends (e.g., reward functions; goal states) to pursue
and means-ends reasoning: how to achieve the ends. Delib-
eration may be further divided into (i) reasoning to generate
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options from beliefs, i.e., ‘wishing’ to decide on current de-
sires; (ii) reasoning to select intentions, i.e., ‘focusing’ on
a subset of those desires and committing to achieve them.
Committed-to goals, or plans for achieving them, are infen-
tions.

A BDI agent has at least these seven components
(Wooldridge 1999):

e A knowledge base of beliefs.
e An option generation function (wish), generating the op-
tions the agent would ideally like to pursue (its desires).
e A set of desires Dess returned by the wesh function.
e A function (focus) that filters out incompatible, impossi-
ble and less valuable desires, and that focuses on a subset
of the desire set.
A structure of intentions Ints—the most desireable op-
tions/desires returned by the focus function.
A belief change function (update): given the agent’s cur-
rent beliefs and the latest percept sensed, the belief change
function returns the updated beliefs of the agent.
A function (execute) that selects some action(s) from the
plan the agent is currently executing, and executes the ac-
tion(s).
In most of the well known implementations of agents
based on the BDI model (e.g., PRS (Georgeff and In-
grand 1989), IRMA (Bratman, Israel, and Pollack 1988)
and dMARS (Rao and Georgeff 1995)), the plan function
returns plans from a plan library; a set of pre-compiled
plans. An intention structure then structures various plans
into larger hierarchies of plans. An intention in the inten-
tion structure in the classical BDI theory is a partial plan
structured as a hierarchy of subplans. Furthermore, sub-
plans may at some point be abstract, waiting to be ‘filled
in’ (Bratman, Israel, and Pollack 1988). Some BDI archi-
tectures are designed to let the plan function generate plans
from atomic actions (Sardina, De Silva, and Padgham 2006;
Walczak et al. 2007) (or it may possibly use a combination
of pre-compiled and generated plans). However, none of
the architectures that have a generative component employ a
planner that produces plans for a POMDP model.

Combining POMDP Planning with the BDI
Model

In this section we see how an agent controller in the BDI
model can incorporate the BestDoPO POMDP planner into
its practical reasoning processes. We took the prototypical
control loop of the BDI model as a reference and modi-
fied it to accommodate planning with POMDP policies. The
proposed architecture is called BDI-POP (BDI with POmdp
Planner).

First we introduce some terms and their relationships with
the aid of Figure 1 (next page). Implicitly included in the
”BELIEF” data store, is a fixed set of behaviors behs and
a fixed set of reward functions rwds (rwds is considered
globally accessible). behs is the agent’s primitive goals;
its innate drive. The idea is that each behavior refers to a
unique goal that the agent is designed to achieve. Each be-
havior is defined by the set of programs and reward func-
tions that can achieve the behavior. The wish function is



omitted from our architecture (for now) because the op-
tions the agent would pursue at any time are its behaviors
behs. The agent also has a fixed set of desires d. Each
des € d is a triple (nom, prog, ach): nom is a reference
to the Golog program prog, and ach is a reference to the
behavior beh € behs that prog can potentially achieve, thus
ach € behs. The reward functions 7f € rwds take as ar-
gument a nom that refers to the program that rf is asso-
ciated with. The following holds: Vbeh.[beh € behs —
(3des).des = (nom,prog,ach) A ach = beh]: for each
behavior, there exists at least one program to achieve it.

To understand the controller, we also need to consider the
agent’s deliberation process. deliberate is the procedure
that calls and controls the focus predicate and that operates
on the intention stack. We write focus(b, d, i, behs, h™) to
be the predicate that selects one des € d for each beh €
behs, placing these desires in a stack, in ascending order,
ordered by the desires’ values. The desire selected for a be-
havior is the one that can achieve the behavior (ach = beh)
and that has the highest value. A desire’s value is estimated
as the value v of the policy found, generated to a depth h™:
BestDoPO is called with b, h~ and the applicable prog as
arguments; v is used and the policy is discarded. We keep
h™ < h to save on time spent deliberating. focus 'returns’
the stack ¢ of selected desires.

deliberate(b, d, i, behs, ai, i’ ,h ™) def
(isEmpty(i) A 3i’.focus(b,d, i, behs,h™) V
—isEmpty(i) A 3i' i = i) A
Jai, " .popIntentionStack(i’, ai,i").

BDI-POP tests whether a usable policy could be gener-
ated, that is, whether the planner returns the stop policy:
When every outcome of an intended action (according to the
input program) is illegal (according to the background action
theory), BestDoPO returns stop, and we say that the input
program is impossible. An intention i = (nom, prog, ach)
with prog being impossible is thus defined as an impossible
intention.

The strategy used in deliberate to deal with an impossi-
ble intention is extremely simple: it is dropped and the next
intention on the stack is popped. This is a reasonable strat-
egy because the next intention on the stack has the highest
value, and should thus be pursued next. Calling focus to re-
fill the intention stack at this time would defeat the principle
of commitment to intentions. Other strategies are possible,
for example, replacing the impossible intention with another
intention that achieves the same behavior, if one exists.

A logical high-level specification of BDI-POP follows, af-
ter which, it is explained in words.

Agent(b,d, i, behs, ai,m, h,h™) o
(nom, p, ach) = ai A
T # stop Ap # nil A
In".m = a; 7" A execute(a) A
dsv.getPercep(a, sv) A Jo.recognize(a, o) A
In"" . getSubPolicy(n", 0, 7)) A
'Y = BU(0,a,b)) A
Agent(b',d, i, behs, ai, 7" h,h™).
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Figure 1: Schematic diagram of a sketch of the BDI archi-
tecture with the POMDP planner.

Agent(b,d, i, behs, ai,m, h,h™) e
(nom, p, ach) = ai A
m = stop Ap =nil A
deliberate(b, d, i, behs, ai’ ;' h ™) A
Agent(b,d,i’, behs, ai’, 7w, h,h™).
Agent(b,d, i, behs, ai,m, h,h™) =
(nom, p, ach) = ai A
m = stop A p # nil A
38, 7', v, pr.BestDoP O (p, §, nom, b, h, 7', v, pr) A
ai’ = (nom, d, ach) A
(n" = stop A
Jai"”, i’ .deliberate(b, d, i, behs, ai” i’ ,h ™) A
Agent(b,d, i, behs, ai” ;7' h,h ™) V
7! # stop A
Ir” 7" = a; 7" A execute(a) A
dsv.getPercep(a, sv) A Jo.recognize(a, o) A
Ar" . getSubPolicy(n”, 0, 7"") A
W'Y = BU(o,a,b)) A
Agent (', d, i, behs, ai’, 7" h,h™)).
The agent follows the intention with the highest value—
the intention popped from the stack. Call this the active in-
tention. Initially, the intention stack is empty, so deliberate

is called and the active intention is instantiated. Whenever
the controller needs a new plan to execute, BestDoPO is



called to generate a policy with horizon h using the program
specified by the active intention. The agent executes the pol-
icy until the end of the policy is reached, then BestDoPO is
called again for the rest of the program. If there is no rest of
program (the program is empty), deliberate is called. If the
program has become impossible, deliberate is called.

getPercept returns a sensor value, given the action exe-
cuted / sensor activated. The agent processes the sensor data
and decides what it observed—the agent recognizes the sen-
sor reading via the recognize predicate, which outputs an
observation. With this observation, the correct subpolicy is
extracted from the current policy, and this (possibly empty)
subpolicy becomes the new current policy.

After the action recommended by the policy is executed,
the agent’s beliefs must be updated according to what it
‘knows’ about the effects of its actions. The same belief
update function used during planning by BestDoPO is used
to update the agent’s beliefs. The current belief state of the
agent will be the ‘initial’ belief state required as argument to
BestDoPO the next time the planner is called.

Given our present definition of deliberate and given that
we shall allow only finite programs for achieving intentions,
the agent is guaranteed to deliberate at regular intervals.
However, this interval period is fixed (to the degree that in-
tentions become impossible). Adding a reconsider predi-
cate that tells the agent once every control cycle whether to
deliberate, is a more sophisticated method. reconsider is
described by, for example, Wooldridge (2000) and “was ex-
amined by David Kinny and Michael Georgeff, in a number
of experiments,” (Wooldridge 1999, p. 57). Because we are
investigating the feasibility of the basic idea of the hybrid
architecture in this paper, we have left out the reconsider
predicate from the present investigation.

A somewhat significant difference of our hybrid archi-
tecture from the perspective of control via POMDP policy
generation, is that—as stand-alone controller—the POMDP
planner takes a single plan with a single associated reward
function, to generate a policy. The new hybrid architec-
ture takes several programs, each with an associated reward
function. This aspect of the agent being able to reason
over multiple behaviors has the advantage that the agent de-
signer can separately specify behaviors that should—at least
intuitively—be considered separately.

BestDoPO expands Golog programs into hierarchically
structured plans (policies), and only programs that have been
selected as intentions are expanded into policies. Each pro-
gram can generate a policy—or several policies if the pro-
gram is expanded piece-wise. Viewing a policy tree as an
intention structure in the sense of traditional BDI architec-
tures, each program in the intention stack represents (at least
one) intention structure. BDI-POP, therefore, maintains sev-
eral unexpanded intention structures, only expanded when
popped from the intention stack.

Implementation and First Experiments

To validate the BDI-POP architecture and to gain a sense
for its performance potential, we observe one agent based
on the architecture, in a simulation. The simulation en-
vironment is inspired by Tileworld (Pollack and Ringuette
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1990), a testbed for agents. We designed and implemented
the FireEater world, a dynamically changing grid world (a
5 x 5, two dimensional grid of cells) in which our agent is
situated. There are obstacles that change position and fires
that can be ‘eaten’. Space prohibits a detailed explanation of
FireEater world.

The agent gets one ‘fire-point’ for eating one fire. It can
only eat a fire if it is in the same cell as the fire. There are two
agent behaviors: findFood,eat € behs. findFood
may be realized by two available programs, and eat is
forced to be achieved by one (other) program. The agent
can go left, right, up or down—Ilocomotive actions which
are stochastically nondeterministic; it can sense its location
(probabilistically) and it can eat fire (deterministically).

In order to have a base-line against which the performance
of the new hybrid architecture can be compared, a simple or
‘naive’ architecture (called Naive-POP) was implemented.
It has no explicit intentions or desires as defined for the
BDI model. The agent is provided with a single Golog pro-
gram and associated reward function. In this implementa-
tion, the program loops continuously over a nondeterminis-
tic action—nondeterministic between all available actions.
If there is no rest of program, that is, the agent has executed
the whole program, the agent will stop its activity.

BDI-POP, in contrast, does not employ programs that loop
infinitely (in the experiments): programs were designed so
that they become empty as soon as a policy is generated
from the program. Hence an intention will be regarded as
‘achieved’ as soon as its policy becomes empty. Then the
next intention will be popped from the stack. Because the
size of the stack equals |behs| and because all programs are
finite, it is guaranteed that periodically all intentions will be
achieved, that is, the stack is empty, and the agent is forced
to deliberate to fill the intention stack with a fresh set of in-
tentions.

The two agents as implemented by the two architectures,
have identical knowledge bases, except for their programs
and reward functions. That is, they believe the same actions
are possible, with the same effects and associated probabili-
ties. They both employ the exact same planner: BestDoPO.
The graph in Figure 2 compares the performance of the two
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Figure 2: Performance of the two architectures.

- Naive-POP
=~ BDI-POP

effectiveness

architectures. Given the restrictions inherent in their respec-
tive architectures, each agent was roughly optimized to give
them equal advantage.

Both architectures generate policies of horizon depth 3
(h = 3). In BDI-POP, we set h~ = 1—the search hori-



zon that focus uses to determine program values. Through-
out the experiments, the strategy for the time allowed to the
agent was the same. There are 6 obstacles and initially 9 fires
in each trial. We allow the agent to perform 3 actions each
time before the obstacle positions change. The parameter for
the number of obstacle changes per simulation cycle is the
only parameter varied during experiments. Fourty trials per
setting of this parameter were performed. Effectiveness is
the total fire-points collected for the 40 trials. Dynamism is
defined as ‘number of obstacle changes per number of agent
actions.

Conclusion

Compared to Naive-POP, the performance of BDI-POP in
our experiments is not that impressive. This does not show
that a BDI agent architecture should not be imbued with a
POMDP planner; several enhancements to the simple BDI
architecture used here are still possible: In particular, to
build on this groundwork, we want to add the reconsider
predicate to deal with cases where intentions have become
inappropriate to some degree, and utilizing partial/abstract
plan structures.

Moreover, the relative sophistication of BDI-POP may not
be applicable in very simple worlds such as FireEater. We
would thus like to deploy our agents in a larger world, per-
haps with more complicated tasks for the agent to perform.
This will also give more scope for the variety of programs
that would be applicable, and the real power of the BDI
model could come into play.

What has been shown is that the proposed architecture is
implementable; there is no obvious fundamental conflict in
synthesizing our POMDP planner and the BDI model for
agent control. The groundwork has thus been laid for the
development of more sophisticated planning processes in the
BDI-POP framework.

What remains unclear is how practical this approach
might be in realistically complex domains. With probabilis-
tic outcomes and events in the world, the policy searches
blow up very quickly with depth. For complete and op-
timal policies, POMDP solvers can deal with just a mod-
est number of easily enumerated states. Policy trees of
a fixed depth (as generated by BestDoPQO) are not com-
plete policies and thus less costly to generate. Realisti-
cally though, due to belief states being extremely numer-
ous and the equivalence problem for states in the situation
calculus, BestDoPQO seems to be intractable if not unde-
cidable. Furthermore, the situation calculus, in principle,
provides a good deal of expressivity (including quantified
reasoning), which brings its own computational complexity
issues. For a hybrid BDI/POMDP architecture to scale up
to a domain more meaningful than a microdomain, the inte-
gration of more ‘common sense’ reasoning techniques into
the architecture may have benefits. And the latest advances
in POMDP solvers (e.g., (Toussaint, Charlin, and Poupart
2008)) should be investigated for ideas to improve the effi-
ciency of BestDoPO.
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Abstract cessful plans of differing quality. Preference-based planning

. (PBP) augments a planning problem with a specification of

In this paper we address the problem of generat-  hroperties that constitute a high-quality plan. For example,
ing preferred plans by combining the procedural it one were generating an air travel plan, a high-quality plan
control knowledge specified by Hierarchical Task  ight be one that minimizes cost, uses only direct flights,
Networks (HTNS) with rich user preferences. To and flies with a preferred carrier. PBP attempts to optimize
this end, we extend the popular Planning Domain  he satisfaction of these preferences while achieving the stip-
Definition Language, PDDLS3, to support specifica- ulated goals of the plan. To develop a preference-based HTN
tion of simple and temporally extended preferences  panner, we must develop a specification language that refer-
over HTN constructs. To compute preferred HTN ences HTN constructs, and a planning algorithm that com-

plans, we propose a branch-and-bound algorithm,  ,tes a preferred plan while respecting the HTN planning
together with a set of heuristics that, leveraging problem specification.

HTN structure, measure progress towards satisfac- hi d the Planni . finiti
tion of preferences. Our preference-based planner, In this paper we extend the Planning Domain Definition
HTNPLAN-P, is implemented as an extension of Language, PDDL38Gereviniet al., 2009, with HTN-specific
the SHOP2 Ia;nner We compared our planner with preference constructs. This work builds on our recent work
SGPlar, aI?]d HPLAN -P— thrc)e top perlfaormers in on the development of P [Sohrabi and Mcllraith, 2008
the 2006 International Planning Competition pref- a qualitative prefere_nce specification language designed to
erence tracksHTNP LAN -P generated plans that in capture HTN-specific preferences. PDDL3 preferences are
all but a few éases equalled or exceeded the qual- h|g_hly expressive, however they are solelgtte centric, iden-
ity of plans returned byHPLAN -P and SGPlan, tifying preferred states along the plan trajectory. To develop
V\)//hilepour imolementation builds 0BHOP2 thé a preference language for HTN we addtion-centriccon-
language andptechniques proposed here a}e relevant Structsto PDDL3 that can express preferences over the occur-
to a broad ranae of HTN planners rence of primitive actions (operators) within the plan trajec-
9 P ' tory, as well as expressing preferences over complex actions
(tasks) and how they decompose into primitive actions. For
1 Introduction e?ambple,kwe are athIe tode_:xpresl_s _preferenli:?;\gjver t\;VhiCkh sets
. . L of subtasks are preferred in realizing a task (&\hen book-
Hierarchical Task Network (HTN) planning is a popular ;" : . ;
and widely used planning [(Jarad)ig% andg man pdopmain!ng inter-city transportation, | prefer to b_ook a flighand
indenend ¥1t HTN planners exist 'OP2 SIPE 2y 11 preferred parameters to use when choosing a set of subtasks
epenae planners exist (€.8HOP2, ~o 7T to realize a task (e.gl,prefer to book a flight with United

PI|:31Ar1’\rl1é ?'-EL/?E)-Ejir&a"iﬁe;ilé}%??gsg ':oTE'epli?frgpn%gEhe OSTo compute preferred HTN plans, we propose a branch-and-
P IS provided with a : P 9: POSh5und algorithm, together with a set of heuristics that lever-
sibly together with constraints on those tasks. A plan is the ge HTN structure

formulated by repeatedly decomposing tasks into smaller an , o )
smaller subtasks until primitive, executable tasks are reached. 1€ main contributions of this paper are: (1) a language
A primary reason behind HTN’s success is that its task netth@t supports the specification of temporally extended pref-
works capture useful procedural control knowledge—advicé€€Nces over complex action- and state-centric properties
on how to perform a task—described in terms of a decompo®f 2 plan, and (2) heuristics and an algorithm that exploit
sition of subtasks. Such control knowledge can significantly1TN Procedural preferences and control to generate preferred
reduce the search space for a plan while also ensuring thg{ans that under some circumstances are guaranteed optimal.
plans follow one of the stipulated courses of action. The notion of adding advice to an HTN planner regarding
While HTNs specify a family of satisfactory plans, they how to decompose a task network was first proposed by My-

are, for the most part, unable to distinguish between sucg's (€-g-[Myers, 2000). Recently, there was another attempt
to integrate preferences into HTN planninghoutthe provi-

*This paper will also appear in the Proceedings of IJCAI-09.  sion of action-centric language construfits et al., 2008.
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We discuss these and other related works in Section 7. PBRith name by-flight-trangan be used to decompose thsk
has been the topic of much research in recent years, and theserange-transinto the subtaskf booking a flight and pay-
has been a resurgence of interest in HTN planning. Experiing, with the constraint (constthat the booking precede pay-
mental evaluation of our planner shows that HTN PBP genment. An operatos may also accomplish a ground primitive
erates plans that, in all but a few cases, equal or exceed thaskt if their names match.

best PBP planners in plan quality. As such, it argues for HTNDefinition 2 (Task Network) A task network is a pair

PBP as a viable and promising approach to PBP. w=(U, C) where U is a set of task nodes and C is a set of
constraints. Each task nodeauU contains a task,,. If all of

2 Background the tasks are primitive, then w is called primitive; otherwise

2.1 HTN Planning it is called nonprimitive.

. . In our example, we could have a task netwdik C)
Informally, an HTN planning problem can be viewed as Ay herel] — {u1,us}, uy —book-car, andus= pay, andC

generalization of the classical planning paradigm. An HTNi a precedence constraint such thamust occur befores

domain contains, besides regular primitive actions, a set o4 5 pefore-constraint such that at least one car is available
tasksor high-level actions. Tasks can be successively rez . beforeu,

fined ordecomposebly the application of so-callemiethods. - .

When this happens, the task is replaced by a new, intuitivel?€finition 3 (Plan) @ = 0,0 ... o is a plan for HTN plan-
more specifitask network. In short, a task network is a set of "9 ProgramP = (so, wo, D) if there is a primitive decom-
tasks plus a set of restrictions (often ordering constraints) thdosition,w, of wy of whichr is an instance.

its tasks should satisfy. The HTN planning problem consists Finally, to define the notion gfreference-baseglanning
of finding a primitive decomposition of a given (initial) task We assume the existence of a reflexive and transitive relation

network. =< between plans. i, andny are plans fofP andw; < 7o

Example 1 (Travel Example) Consider the planning prob- we say thaﬁus.at least as preferred as,. We user; < m
lem of arranging travel in which one has to arrange accom®> 2" abbreviation far, < m andrz £ 1.
modation and various forms of transportation. This prob-Def'n'_tlon 4 (Preference-based HTN Planning)An  HTN
lem can be viewed as a simple HTN planning problem, inPlanning problem with user prefer_ences is described as a
which there is a single task, “arrange travel”, which can be#-tuple? = (so, wo, D, <) where= is a preorder between
decomposed into arranging transportation, accommodation@,lansl- A planr is a solution toP if and only if: 7 is a plan
and local transportation. Each of these more specific task&" P’ = (so,wo, D) and there does not exists a plafifor
can successively be decomposed based on alternative modgssuch thatr’ < . S
of transportation and accommodations, eventually reducing The = relation can be defined in many ways. Below we
to primitive actions that can be executed in the worid. Furtheflescribe PDDL3, which defines quantitatively through a
constraints can be imposed to restrict decompositions. metric function.
A formal definition of HTN planning with preferences . o
follows. Most of the basic definitions follow Ghallabt 2.2 Br'ef Descrlptllon Of.PPDL?’ .
al. [2004. '(Ij’hefz Plannln% Dgr_naln I|Def|n|t|on fLanguagel(PD_DL) is the
- ; ; e facto standard input language for many planning systems.
Defiion (TN Plaing Problem) An TN paing  EE5LS (Gerevini et sl 2500 extonds FODL22 t 5.
tial state,wy is a task network called the initial task network, port the speqlflcatlon of _preferences and hard constraints over
and D is the HTN planning domain which consists of a set ofStaleproperties of a trajectory. These preferences form the
operators and methods. bU|I'd|ng blocks f(_)r definition of a P_DDLB1etr|c functlortha'g
A domain is a paitD = (0, M) whereO is a set of oper- deflr_les_ the_z quality o_f a p_Ian_. In this context PBP necessitates
’ maximization (or minimization) of the metric function. In

ggir Snagggclristdsg;cgtwsgf(%saimé?o?psg(tg)r Eﬁa(lop)))rlrgglr\_/e what follows, we describe those elements of PDDL3 that are
; ’ ’ i [ost relevant to our work.

responding to the operator's name, preconditions and effect .
In our example, ignoring the parameters, operators might inTemporally extended preferences/constraints PDDL3
clude:book-train, book-hotelandbook-flight. specifies temporally extended preferences (TEPs) and tempo-
A taskconsists of a task symbol and a list of arguments. Arally extended hard constraints in a subset of linear temporal
task is primitive if its task symbol is an operator name and itdogic (LTL). Preferences are given names in their declaration,
parameters match' otherwise itn'enprimitive_ In our exam- to allow for later reference. The fO”OWing PDDL3 code il-
ple, arrange-transand arrange-accare nonprimitive tasks, lustrates one preference and one hard constraint.
while book-flightandbook-carare primitive tasks. (forall (2?1 - light)
A method,m, is a 4-tuple (name(m), task(m),subtasks(m), (preference p-light (sometime (turn-off ?1))))
constr(m))corresponding to the method’s name, a nonprimi- (always (forall ?x - expl osive)
tive task and the method’s task network, comprising subtasks (not (hol ding ?x)))
and constraints. Methoth is relevant for a task if there  Thep-1i ght preference suggests that the agent eventually
is a substitutiorr such thato (t) =tasm). Several methods turn all the lights off. The (unnamed) hard constraint estab-
can be relevant to a particular nonprimitive taskeading to  lishes that an explosive object cannot be held by the agent at
different decompositions of In our example, the method any point in a valid plan.
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When a preference iexternally universally quantified, it non-functional properties that distinguish them (e.g., credit
defines a family of preferences, comprising an individualcards accepted, country of origin, trustworthiness, etc.) and
preference for each binding of the variables in the quantifierthat influence user preferences.

Therefore, preference- | i ght defines an individual pref- In designing a preference specification language for HTN
erence for each object of typeé ght in the domain. planning, we made a number of strategic design decisions.

Temporal operators cannot be nested in PDDL3. Our apWe first considered adding our preference specifications di-
proach can however handle the more general case of nesteektly to the definitions of HTN methods. This seemed like
temporal operators. a natural extension to the hard constraints that are already

Precondition Preferences Precondition preferences are part of method definitions. Unfortunately, this precludes easy
atemporal formulae expressing conditions that should ideallgontextualization of methods relative to the task the method
hold in the state in which the action is performed. They ares realizing. For example, in the travel domain, many meth-
defined as part of the action’s precondition. ods may eventually involve the primitive operation fey-

Simple Preferences Simple preferences are atemporal for- ing, but a user may prefer different methods of payment de-

mulae that express a preference for certain conditions to holgendent upon the high-level task being realized (8\en

in the final state of the plan. They are declared as part of th ooking a ce;]r, pag WLth am?‘l)'( tﬁtexplon %r:]ex'spf\ree C|O||ISIQn
goal. For example, the following PDDL3 code: coverage, when booking a Tight, pay with my Aeropian-visa
(: goal to collect travel bonus points, etc.). We also found the op-

(and (delivered pkgl depot 1) tion of including preferences in method definitions unappeal-
(preference p-truck (at truck depotl)))) ing because we wished to separate domain-spe_ci_fi_c, but user-

independent knowledge, such as method definitions, from

: ; user-specific preferences. Separating the two, enables users

depot 1) and a simple preference (thdtruck is at - A .

depot 1). Simple preferences can also be quantified. to shar_e method definitions but |nd|V|c_juaI|ze preferences. We

i ) i ) ) . also wished to leverage the popularity of PDDL3 as a lan-
Metric Function The metric function defines the quality of guage for preference specifications.
aplan, generally depending on the preferences that have t?ee”Here, we extend PDDL3 to incorporate complex action-
achieved by the plan. To this end, the PDDL3 expressioRentric preferences over HTN tasks. This gives users the
(i s-violated nane), returns the number of individual 5ty to express preferences over certain parameterization
p.references in theame family of preferences that have been ¢ 5 135k (e.g., preferring one task grounding to another) and
violated by the plan. . ' over certain decompositions of nonprimitive tasks (i.e., pre-

Finally, it is also possible to define whether we want t0er 1o apply a certain method over another). To support pref-
maximize or minimize the metric, and how we want to weigh grences over task occurrences (primitive and nonprimitive)
its different components. For example, the PDDL3 metricang task decompositions, we added three new constructs to
function: PDDL3: occ(a), initiate(z) and terminate(z), wherea is
(tmetric mninze E’f 40 (is-violated p-1ight)) a primitive task (i.e., an action), andis either a task or a

: STV ) name of methodocda) states that the primitive taskoc-

. - (, 20 (_l s-violated p _trUCk)))) curs in the present state. On the other hanitiate (¢) and
specifies that it is twice as important to satisfy preferencgerminate(t) state, respectively, that the tasls initiated or
p-1ight asto satisfy preferenge t r uck. _ terminated in the current state. Similaihyitiate () (resp.

Since it is always possible to transform a metric that reerminate(n)) states that the application of method named
quires maximization into one that requires minimization, Wejs jnjtiated (resp. terminated) in the current state. These new
will assume that the metric is always beimgnimized. constructs can be used within simple and temporally extended

Finally, we now complete the formal definition for HTN preferences and constraints, but not within precondition pref-
planning with PDDL3 preferences. Given a PDDL3 metric grences.
function M theHTN preference-based planning problem with e following are a few temporally extended preferences
PDDL3 preferencess defined by Definition 4, where the re- om our travel domaihthat use the above extension.
lation < is such thatr; < o iff M (7)) < M(72).

specifies both a hard goal (pkgiust be delivered at

(preference pl

3 PDDL3 Extended to HTN (al ways (not (occ (pay MasterCard)))))
. . . . (preference p2 (sonetime (occ
In this section, we extend PDDL3 with the ability to ex- (book-flight SA Eco Direct WndowSeat))))

press preferences over HTN constructs. As argued in Section (pref erence p3 (inply (close origin dest)

1, supporting preferences over how tasks are decomposed, (sonetinme (initiate (by-rail-trans)))))

their preferred parameterizations, and the conditions under- (preference p4

which these preferences hold, is compelling. It goes beyond  (sonetine-after (terminate (arrange-trans))

the traditional specification of preferences over the properties (initiate (arrange-acc))))

of states within plan trajectories to provide preferences over

non-functional properties of the planning problem including The p1 preference states that the user never pays by Mas-

howsome planning objective is accomplished. This is partictercard. Thep2 preference states that at some point the user
ularly useful when HTN methods are realized using web ser-

vice software components, because these services have many*For simplicity many parameters have been suppressed.
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books a direct economy window-seated flight with a Star Al-t occurring in the preferences, we extend the compiled prob-
liance (SA) carrier. The3 preference states that thg-rail-  lem with a newocc-t predicate, such thatc-t is true iff ¢ has
trans method is applied when origin is close to destination.just been performed.

Finally p4 states thaarrange-transtask is terminated before Finally, we modify each methoéh whose name (i.e.,

the arrange-acctask begins (for example: finish arranging n = name(m)) that occurs in some preference. We use
your transportation before booking a hotel). two predicatexecuting-n andterminated-n, whose up-
Semantics: The semantics of the preference language comdates are realized analogously to their task versions described
prises two parts: (1) a formal definition of the satisfaction ofabove.

individual preference formulae, and (2) a formal definition of Preprocessing the Modal Operators We replace each
the aggregation of preferences through an objective functiorficcurrence obcc(t), initiate(t), andterminate(t) by occ-t

The satisfaction of individual preference formulae is definedvhent is primitive. We replace the occurrenceioftiate(t)

by mapping HTN decompositions and LTL formulae into the by ezecuting-t, andterminate(t) by terminated-t whent
situation calculugReiter, 2001 In so doing, satisfaction of IS non-primitive. Occurrences dfitiate(n) are replaced by

a preference formula is reduced to entailment of the formul&zecuting-n, andterminate(n) by terminated-n.

in a logical theory. A sketch of the situation calculus encod- Up to this point all our preferences exclusively reference
ing is found in Appendix A. Preference formulae are com-predicates of the HTN problem, enabling us to apply standard
posed into a metric function. The semantics of the metridgechniques to simplify the problem further.

function, including the aggregation of quantified preferenceSemporally Extended and Precondition Preferences We

via thei s- vi ol at ed function, is defined in the same way use an existing compilation technig[®aieret al., 2009 to

as in PDDL3, following Gerevinet al.[2009. encode the satisfaction of temporally extended preferences
into predicates of the domain. For each LTL prefereace
4 Preprocessing HTN problems in the original problem, we generate additional predicates for

f hina f ferred ol the compiled domain that encode the various ways in which
Before searching for a most preferred plan, we preprocess the,, hecome true. Indeed, the additional predicates represent a

original %rloblem. This iﬁ needed in glrd%r to m%ke(;[he; Plansinite-state automaton fap, where the accepting state of the
ning problem more easily manageable by standard planning, .o maton represents satisfaction of the preference. In our re-

techniques. We accomplish this objective by removing all o ulting domains, we axiomatically define aocepting pred-

the modal operators appearing in the preferences. The resuji;ie for o, which represents the accepting conditionzsf

ing domain, has only final-state preferences, and all prefery ;jomaton. The accepting predicate is true at a stitand
ences refer to state properties.

only if ¢ is satisfied at. Quantified preferences are compiled

_ By converting TEPs into final-state preferences, our heurisy,:q harametric automata for efficiency. Finally, precondition
tic functions are only defined in terms of domain predicates

. ; references, preferences that should ideally hold in the state
rather than being based on non-standard evaluations of %Which the action is performed, are compiled away as con-

LTL formula, such as the ones used by other approachegitiona] action costs, as is done in tH®LAN -P planner. For

[e.g. Bienvenwet al., 2006]. Nor do we need to implement qre getails refer to the original pag@aieret al., 2009.
specialized algorithms to reason about LTL formulae such as

Lh;ng;?glrgsﬁlon algorithm used byrLAN [Bacchus and Ka 5 Preference-based Planning with HTN's

Further, by removing the modal operators,initiate, and ~ We address the problem of finding a most preferred decom-
terminate we provide a way to refer to these operators viaposition of an HTN by performing a best-first, incremental
state predicates. This allows us to use standard HTN planningearch in the plan search space induced by the initial task net-
software as modules of our planner, without needing specialork. The search is performed in a seriegpisodes, each of
modifications such as a mechanism to keep track of the taskshich returns a sequence of ground primitive operators (i.e.,
that have been decomposed or the methods that have bearplan that satisfies the initial task network). During each
applied. episode, the search performs branch-and-bound pruning—a

Preprocessing Tasks and MethodsOur preferences can re- search node is pruned from the search space, if we can prove
fer to the occurrence of tasks and the application of methodghat it will not lead to a plan that is better than the one found
In order to reason about task occurrences and method applicé-the previous episode. In the first episode no pruning is per-
tions, we preprocess the methods of our HTN problem. In théormed. In each episode, search is guidedimdmissible
compiled problem, for each non-primitive taskhat occurs ~ heuristics, designed specifically to guide the search quickly
in some preference of the original problem, there are two neWo a good decomposition. The remainder of this section de-
predicatesexecuting-t andterminated-t. If agay - - - a,, is scribes the heuristics we use, and the planning algorithm.

a plan for the problem, ang anda; are respectively the first .

and last primitive actions that resulted from decompoging 2-1 Algorithm

thenezecuting-t is true in all the states in between the ap- Our HTN PBP algorithm outlined in Figure 1, performs a
plication ofa; anda;, andterminated-t is true in all states best-first, incremental search in the space of decompositions
aftera;. This is accomplished by adding new actions at theof a given initial task network. It takes as input a planning
beginning and end of each task network in the methods thairoblem (sq, wg, D), a metric function METRICFN, and a
decompose. Further, for each primitive task (i.e., operator) heuristic function HURISTICFN.
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%3 fU”Ct'C;r,‘ HTfBP(SOb;"O'Dv M ETRK:FN‘Hiiﬁiilliszg(;rlzo’?tier timate of the best metric value achievable by any plan that can

3 JZ;‘;?A}ZMC :o\qué}?s’t case upper boun dD result from the decomposition of the current task network

4: while frontier is not emptydo Its value is computed by evaluating the.r.netnc functiors in _

5 current — Extract best element frofrontier but assuming that (1) no further precondition preferences will

6 (s, w, partial P) — current be violated in the future, (2) temporally extended preference

7 lbound — METRICBOUNDFN(s) that are violated and that can be proved to be unachievable

8 if lbound < bestMetric then > pruning by bounding  from s are regarded as false, (3) all remaining preferences

9 if w = 0 andcurrent’s metric< bestMetric then are regarded as satisfied. To prove that a temporally extended

10: Output plarpartial P preferencep is unachievable frons, OM uses a sufficient

11: bestMetric < METRICFN(s) condition: it checks whether or not the automaton jois

12: succ < successors ofurrent currently in a state from which there is no path to an accept-

13: frontier < mergesucc into frontier ing state. Recall that an accepting state is reached when the
Figure 1: A sketch of our HTN PBP algorithm. preference formula is satisfied.

OM provides a lower bound on the best plan extending

The main variables kept by the algorithm grentier and  the partial plampartial P assuming that the metric function is
bestMetric. frontier contains the nodes in the search fron- non-decreasing in the number of violated preferences. This is
tier. Each of these nodes is of the forf®n w, partialP),  the function used as EIrRICBOUNDFN in our plannerO M
wheres is a plan statew is a task network, angartial P is a variant of “optimistic weight{Bienvenuet al., 2008.
is a partial plan. Intuitively, a search node w, partialP) ~ Pessimistic Metric Function (PM)  This function is the
represents the fact that task netwarkemains to be decom- dual of OM. While OM regards anything that is not prov-
posed in state, and that state is reached from the initial ably violated (regardless of future actions) as satisfiedt]
state of the planning problesy by performing the sequence regards anything that is not provably satisfied (regardless of
of actionspartial P. frontier is initialized with a single node  future actions) as violated. Its value is computed by evaluat-
(s0,wo, ), where() represents the empty plan. Its elementsing the metric function ins but assuming that (1) no further
are always sorted according to the functioBURISTICFN.  precondition preferences will be violated in the future, (2)
On the other handjestMetric is a variable that stores the temporally extended preferences that are satisfied and that can
metric value of the best plan found so far, and it is initializedbe proved to be true in any successos afe regarded as sat-
to a high value representing a worst case upper bound. isfied, (3) all remaining preferences are regarded as violated.

Search is carried out in the maimhile loop. In each To prove that a temporally extended preferepds true in
iteration, HTNPLAN -P extracts the best element from the any successor of, we check whether in the current state of
frontier and places it incurrent. Then, an estimation of the world the automaton forwould be in an accepting state
a lowerbound of the metric value that can be achieved byhat is also a sink state, i.e., from which it is not possible to
decomposingw — current’s task network — is computed escape, regardless of the actions performed in the future.

(Line 7) using the function MTRICBOUNDFN. Function For reasonable metric functions (e.g., those non-decreasing
MET.RICBO_UNDFN vvﬂl bg computed using yh@ptlmlst|c in the number of violated preferenced}M is monotoni-
metricfunction described in the next subsection. cally decreasing as more actions are addeét®ial P. PM

The algorithmprunes current from the search space if provides good guidance because it is a measure of assured
lbound is greater than or equal thestMetric. Otherwise, progress towards the satisfaction of the preferences.
HTNPLAN-P checks whether or noturrent corresponds | ookahead Metric Function (LA) This function is an es-
to a plan (this happens when its task network is empty). Ilfimate of the metric of theest successdo the current node.
current corresponds to a plan, the sequence of actions in it is computed by conducting a two-phase search. In the first
tuple is returned and the value fstMetric is updated. phase, a search for all possible decompositions @ per-

Finally, all successors teurrent are computed using formed, up to a certain depth. In the second phase, for
the Partial-order Forward Decomposition procedure (PFDkach of the resulting nodes, a single primitive decomposition
[Ghallabet al., 2004, and merged into the frontier. The al- js computed, using depth-first search. The resulLdf is
gorithm terminates whefrontier is empty. the best metric value among all the fully decomposed nodes.
. Intuitively, LA estimates the metric value of a node by first
5.2 Heuristics performing an exhaustive search for decompositions of the
Our algorithm searches for a plan in the space of all possibleurrent node, and then by approximating the metric value of
decompositions of the initial task network. HTNs that havethe resulting nodes by the metric value of the the first primi-
been designed specifically to be customizable by user prefetive decomposition that can be found, a form of sampling of
ences may contain tasks that could be decomposed by a fairtiie remainder of the search space.
large number of methods. In this scenario, it is essential foDepth (D) We use the depth as another heuristic to guide
the algorithm to be able to evaluate which methods to use tehe search. This heuristic does not take into account the pref-
decompose a task in order to get to a reasonably good soleérences. Rather, it encourages the planner to find a decompo-
tion quickly. The heuristics we propose in this section aresition soon. Since the search is guided by the HTN structure,
specifically designed to address this problem. All heuristicjyuiding the search toward finding a plan using depth is nat-
are evaluated in a search no@ew, partial P). ural. Other HTN planners such asiop2 also use depth or
Optimistic Metric Function (OM ) This function is an es-  depth-first search to guide the search to find a plan quickly.
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Strategy  Check whether If tied If tied HTNPLAN-P

No-LA OM, < OM> PM; < PM> - No-LA LA SGPlans | HPLAN-P

LA LAy < LA OM; <OM; PM; < PM> #Prb| #S| #Best| #S| #Best| #S| #Best| #S| #Best
Figure 2: Strategies to determine whether a nodgis better than travel | 41 |41 3 |41| 37 (41| 1 |41 17
a nodenz. OM is the optimistic-metric,PM is the pessimistic- rovers| 20 |20 4 |20 19 [20| 1 11| 2
metric, andL A is the look-ahead heuristic. trucks| 20 |20 6 |20| 15 |20| 11 | 4 2

The HEURISTICFN function we use in our algorithm cor- Figure 3:Comparison between two configurationst6TNPLAN -
responds to a@rioritized sequencef the above heuristics, in  P. HPLAN-P, andSGPlans on rovers, trucks, andtravel do-
which D is always considered first. As such, when Compar-ma'”s- Entries shpw numbe_r of problems_ln each domain (#Prb),
ing two nodes we look at their depths, returning the one tha?“gqgﬁ%‘gesroé‘f’?gn 'QsStZQgﬁsp;2niae?hfoduonrga.;npgﬁ)otf’yegfgro?'ﬁgﬂg?
has a hlgh_er.depth value. If the depths_are equal, we use gg/%ality to those found by all other planners (#Best). All planners
other heuristics in sequence to break ties. Figure 2 outlinegee yan for 60 minutes, and with a limit of 2GB per process.
the sequences we have used in our experiments.

] ] ] jective, since we could not obtain a copy ®tup, the only
5.3 Optimality and Pruning HTN PBP planner we know df.in et al., 2008. (See Section
Since we are using inadmissible heuristics, we cannot guar for a qualitative comparison.)
antee that the plans we generate are optimal. The only way to We used three domains for the evaluation: tiweers do-
do this is to run our algorithm until the space is exhausted. Inmain, thetrucks domain, both standard IPC benchmark do-
this case, the final plan returned is guaranteed to be optimalmains; and theravel domain, which is a domain of our own

Exhaustively searching the search space is not reasonabiaking. Both therovers and trucks domains comprised
in most planning domains, however here we are able to exthe preferences from IPC-5. hovers domain we used the
ploit properties of our planning problem to make this achiev-HTN designed by the developers &fior2 for IPC-2 and in
able some of the time. Specifically, most HTN specifica-trucks we created our own HTN. We modified the HTN in
tions severely restrict the search space so that, relative toravers very slightly to reflect the true nondeterminism in our
classical planning problem, the search space is exhaustivef TNPLAN -P planner: i.e., if a task could be decomposed us-
searchable. Further, in the case where our preference metiieg two different methods, then both methods would be con-
function is additive, ou M heuristic function enables us to sidered, not just the first applicable one. We also modified the
soundly prune partial plans from our search space. SpecitPC-5 preferences slightly to ensure fair comparison between
ically, we say that a pruning strategy is sound if and onlyplanners. Theovers andtrucks problems sets comprised 20
if whenever a node is pruned (line 8) the metric value ofproblems. The number of preferences in these problem sets
any plan extending this node will exceed the current boundanged in size, with several having over 100 preferences per
bestMetric. This means that no state will be incorrectly problem instance.
pruned from the search space. Thetravel domain is a PDDL3 formulation of the domain

Proposition 1 TheOM function provides sounds pruning if introduced in Example 1. Its problem set was designed in or-
the metric function is non-decreasing in the number of satisder to evaluate the PBP approaches based on two dimensions:

fied preferences, non-decreasing in plan length, and indeper{1) scalability, which we achieved by increasing the branch-
dent of other state properties. ing factor and grounding options of the domain, and (2) the
A metric is non-decreasing in plan length if one cannot make&Omplexity of the preferences, which we achieved by inject-
a plan better by increasing its length only (without satisfying'"9 inconsistencies (i.e., conflicts) among the preferences. In
additional preferences). particular, we create.d 41 probllems with pr.eferences gener-
Theorem 1 If the algorithm performs sound pruning, then ated automatically with Increasing compIeX|ty: For exaf“p'e
the last plan returned, if any, is optimal. problem 3 has 27 preferences with 8 conflicts in the choice of
Proof sketch: Follows the proof of optimality for the transportation whllg problem 40 has_ 134 preferences with 54
HPLAN -P plannerBaieret al., 2009 conflicts in the choice of transportation.

" : Our experiments evaluated the performance of four
. . planners: HTNPLAN-P with the No-LA heuristic, and
6 Implementatlon and Evaluation HTNPLAN -P with the LA heuristic, SGPlan; [Hsu et al.,
Our implemented HTN PBP plannédTNPLAN-P, has two 2007, and HPLAN-P— the latter two being the top PBP
modules: a preprocessor and a preference-based HTN plaperformers at IPC-5. Results are summarized in Figure 3,
ner. The preprocessor reads PDDL3 problems and generatesaad show thaHTNPLAN -P generated plans that in all but
SHoP2 planning problem with only simple (final-state) pref- a few cases equalled or exceeded the quality of plans re-
erences. The planner itself is a modification of the LISP verturned byHPLAN -P and SGPlans. The results also show
sion of sHoP2 [Nau et al., 2003 that implements the algo- thatHTNPLAN -P performs better on the three domains with
rithm and heuristics described above. the LA heuristic.

We had three objectives in performing our experimental Conducting the search in a series of episodes does help in
evaluation: to evaluate the relative effectiveness of our heurigfinding better-quality plans. To evaluate this, we calculated
tics, to compare our planner with state-of-the-art PBP planthepercent metric improveme(RMI), i.e., the percent differ-
ners, and to compare our planner with other HTN PBP planence between the metric of the first and the last plan returned
ners. Unfortunately, we were unable to achieve our third obby our planner (relative to the first plan). The average PMI is
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3000 or sound pruning techniques.

No-LA The most notable related work is that of Let al. [2009
2500 i who developed a prototype HTN PBP plannecup, tai-
2000 - LA i lored to the task of web service composition. Unfortunately,
o SCuPis not available for experimental comparison, however
g 1500 - i there are fundamental differences between the planners, that
limit the value of such a comparison. Most notably, len
1000 1 al. [2009 do not extend PDDL3 with HTN-specific prefer-
500 | ] ence constructs, a hallmark of our work. Further, their plan-
ning algorithm appears to be unable to handle conflicting user
0 : — p— preferences since they note that such conflict detection is per-
1 15 30 120 300 900 3600

formed manually prior to invocation of their planner. Opti-

Figure 4:Added metric vs. time for the two strategies in the trucks _mlzatlon of conflicting preferences is common in most PBP’s,

domain. Recall that a low metric value means higher quality planincluding ours. Also, their approach to HTN PBP planning is
When a problem is not solved at timewe add its worst possible ~quite different from ours. In particular, they translate user

Time (sec.)

metric value (i.e. we assume no satisfied preferences). preferences into HTN constraints and preprocess the prefer-
ences to check if additional tasks need to be addeg td his
40% inrovers, 72% intrucks, and 8% intravel. is well motivated by the task of web service composition, but

To compare the relative performance betwednandNo- ~ hot a practice found in classical HTN planning.
LA, we averaged the percent metric difference (relative to the Also related is thespPEN planner{Rabideatet al., 2000,
worst plan) in problems in which the configurations foundwhich performs a simple form of preference-based plan-
a different plan. This difference is 45% iovers, 60% in  ning, focused mainly on preferences over resources. It can
trucks, and 3% intravel, all in favour ofLA. plan with HTN-like task decomposition, but its preference
We created 18 instances of thevel domain where we language is far less expressive than ours. In contrast to
tested the performance betweeA andNo-LAon problems HTNPLAN-P, ASPEN performs local search for a local op-
that have preferences that use our HTN extension of PDDL3jmum. It does not perform well when preferences are inter-
The average PMI for these problems is 13%, and the relativacting, nested, or not local to a specific activity.
performance between the two is 5%. It is interesting and important to note that the HTN plan-
Finally Figure 4 shows the decrease of the sum of the metaerssHopP2 [Nauet al., 2003 andENQUIRER [Kuteret al.,
ric value of all instances of the trucks domain relative to solv-2004 can be seen to handle some simple user preferences.
ing time. We observe a rapid improvement during the firstin particular the order of methods and sorted preconditions in
seconds of search, followed by a marginal one after 900 se@ domain description specifies a user preference over which

onds. Other domains exhibit similar behaviour. method is more preferred to decompose a task. Hence users
may write different versions of a domain description to spec-
7 Discussion and Related Work ify simple preferences. However, unlikdTNPLAN -P the

_ ) user constraints are treated as hard constraints and (partial)
PBP has been the subject of much interest recently, spurrgglans that do not meet these constraints will be pruned from
on by three IPC-5 tracks on this subject. A number of planthe search space.
ners were developed, all based on the competition’s PDDL3 pinq)1y observe that we approached HTN PBP by integrat-
language. Our work is distinguished in that it employs HTNing PBP into HTN planning. An alternative approach would
domain control extending PDDL3 with HTN-inspired con- ;5" 1, integrate HTN into PBP. Kambhampati al. [1994
structs. The planner itself then employs heuristics and algogjnts at how this might be done by integrating HTN into their
nthms that epr0|tHTN—speC|f|c preferences and control. EX'pIan repair planning paradigm. For the integration of HTN
perimental evaluation of our planner shows tHANP LAN - %%o PBP to be effective, heuristics would have to be devel-

P generates plans that, in all but a few cases, equal or excegghe j that exploited the special compiled HTN structure. Fur-
the best PBP in plan quality. As such, it argues generally fOfper  sych a compilation would not so easily lend itself to

HTN PBP as a viable and promising approach to PBP. mixed-initiative PBP, a topic for future investigation.

With respect to advisable HTN planners, Myers was the o .
first to advocate augmenting HTN planning with hard con-Acknowledgements:We thank our colleague Christian Fritz
straints to capture advice drow todecompose HTNs, ex- for helpful discussion. We gratefully acknowledge funding
tending the approach to conflicing advice[Myers, 2000. from the Natural Sciences and Engl_nee_rm_g Research C(_)uncn
Their work is similar in vision and spirit to our work, but Of Canada (NSERC) and the Ontario Ministry of Innovations
different with respect to the realization. In their work, pref- Early Researcher Award (ERA).
erences are limited to consistent combinations of HTN ad-
vise; they do no include the rich temporally extended state
centric preferences found in PDDL3, nor do they support theReferenceS
weighted combination of preferences into a metric functiongacchus and Kabanza, 1998. Bacchus and F. Kabanza. Plan-
that defines plan quality. With respect to computing HTN  ning for temporally extended goal#nnals of Mathematics and
PBP, Myers’ algorithm does not exploit lookahead heuristics Atrtificial Intelligence, 22(1-2):5-27, 1998.
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[Baieret al., 2009 J. A. Baier, F. Bacchus, and S. A. Mcllraith. A Formulae are satified if their translations are entailed by the SC log-
heuristic search approach to planning with temporally extendedcal theory representing the HTN planning problem and plan. The
preferencesArtificial Intelligence, 173(5-6):593—-618, 2009. translation of our HTN constructs are more complex, so we begin

[Bienvenuet al., 2006 M. Bienvenu, C. Fritz, and S. A. Mcllraith. Witlh t?he ogginal_eli.mentstpf PDDLS3. tant A situati
Planning with qualitative temporal preferences. Pioc. of the n the St, primitive actions are instantaneous. A situatian

10th Int’l Conference on Knowledge Representation and Reasoriis. ahistoryof primiti\(e actiong performed at a disting.uish.ed initial
ing (KR), 134—144, 2006 situationSy. The logical functiordo(a, s) returns the situation that

o ) corresponds to performing actianin s. In the SC, thestate of
[Gabaldon, 200R A. Gabaldon. Programming hierarchical task net- the world is expressed in terms of functions and relations (fluents)
works in the situation calculus. INIPS’02 Workshop on On-line  relativized to a particular situation e.g.,F(Z, s).
Planning and Scheduling, April 2002, The translation to SC proceeds as follows. Since we are operating

[Gabaldon, 2004 A. Gabaldon. Precondition control and the pro- Over finite domains, all universally quantified PDDL3 formulae are
gression algorithm. IrProc. of the 9th Int'l Conference on translated into individual grounded instances of the formulae. Sim-

Knowledge Representation and Reasoning (KR), 634—643. AAAPle preferences (resp. constraints) are translated into corresponding
Press, 2004. SC formulae. Temporally extended preferences (resp. constraints)
- - . aretranslated into SC formulae following the translation of LTL for-
[Gereviniet al., 2009 A. Gerevini, P. Haslum, D. Long, A. Saetti, 5 into SC by Gabalddi2004 and BignvenLet al.[2004.
and Y. Dimopoulos. Deterministic planning in the fifth intema- = 1 yefine the semantics of our HTN extension, we appeal to a
tional planning competition: PDDL3 and experimental evalua-angjation of HTN planning into SC entailment of a ConGolog pro-
tion of the planners.Artificial Intelligence, 173(5-6):619-668, gram that is again credited to Gabald@003. ConGolog is a logic

2009. programming language built on top of the SC that supports the ex-
[Ghallabet al., 2004 M. Ghallab, D. Nau, and P. Traversdierar- pression of complex actions. In short, the translation defines a way

chical Task Network Planning. Automated Planning: Theory andto construct a logical theory and formulg(s) such that¥(s) is en-

Practice. Morgan Kaufmann, 2004. tailed by the logical theory iff the sequence of actions encoded by

is a solution to the original HTN planning problem.
More specifically, the initial HTN state, is encoded as the initial
constraints and goal preferences.Riroc. of the 20th Intl Joint  Sitation.So. The HTN domalkr: desfcrlptlon maps 1o acc;]rresp_ondlng
Conference on Atrtificial Intelligence (IJCAD924-1929, 2007. SC domaln_ desc_rlp_tl_orID, where for every operatas there Is a
corresponding primitive actiom such that the preconditions and the
[Kambhampatét al., 1993 S. Kambhampati, A. D. Mali, and effects ofo are axiomatized irD. Every method and nonprimitive
B. Srivastava. Hybrid planning for partially hierarchical domains. task together with constraints is encoded as a ConGolog procedure.
In Proc. of the 15th National Conference on Artificial Intelligence R is the set of procedures in the ConGolog domain theory.
(AAAI), 882-888, 1998. In addition to this translation, we need to deal with the new el-

[Kuteret al., 2004 U. Kuter, E. Sirin, D. S. Nau, B. Parsia, and €ments of PDDL3 that we introducedicd(a), initiate(.X), and
J. A. Hendler. Information gathering during planning for web terminate(X). To this end, following Gabaldon’s translation we

service composition. IRroc. of the 3rd Int| Semantic Web Con- add two new primitive actionstart(P(v)), end(P(v)), to each pro-
ference (ISWC), 335-349, 2004. cedureP that corrensponds to an HTN task or method. In addi-

_ ) . . tion, we add the fluentsxecutingP(v), s) andterminated.Xx, s),

[Lin etal, 20_08 N. Lin, U. Kuter, and E. Sirin. Web service com- where P(7) is a ConGolog procedure antl is either P(7) or a
position with user preferences. IRroceedings of the 5th Euro- primitive actiona. executingP(v), s) states thaP(7) is executing
pean Semantic Web Conference (ESWC), 629-643, 2008. in situations, terminated X, s) states that\ has terminated in.

[Myers, 2000 K. L. Myers. Planning with conflicting advice. In executinga, s) wherea is a primitive action, is defined to be false.
Proc. of the 5th Int'l Conference on Atrtificial Intelligence Plan-  ocda), initiate (X'), andterminate(X) are translated into the
ning and Scheduling (AIPS), 355-362, 2000. situation calculus by building SC formulae that are evaluated when

[Nauetal., 2003 D. Nau, T.-C. Au, O. lighami, U. Kuter, J. Mur- the?/ appear in a ?r?ference fotr.rgllula..tk?gog ‘Ige (?eftlne tret.se fqr-
dock, D. Wu, and F. Yaman. SHOP2: An HTN planning system.wﬁi?ﬁ lplfj'nS% gennootaelso?hg(t)mga(tlerﬁggral) eip?esos%snéijnssgvgnl in
Journal of Atrtificial Intelligence Research, 20:379—-404, 2003. the situation fragment, that starts in situatioy’

[Rabideatet al., 2000 G. Rabideau, B. Engelhardt, and S. A.  ocq(a) tells us the first action executedds
Chien. Using generic preferences to incrementally improve plan ocda)[s’, 5] = do(a,s') C s

quality. InProc. of the 5th Int'| Conference on Artificial Intelli- P ; ; .
gence Planning and Scheduling (AIPS), 236-245, 2000. initiate( X') andterminate(X) are interpreted as follows:

[Reiter, 2001 R. Reiter. Knowledge in Action: Logical Founda- initiate (X)[s', 5] = do(X,s") E s ifX eA
tions for Specifying and Implementing Dynamical Systews ’ do(start(X),s') Cs ifX eR
Press, Cambridge, MA, 2001.

[Sohrabi and Mcllraith, 2048S. Sohrabi and S. A. Mcllraith. On
planning with preferences in HTN. IRroc. of the 12th Int!l
Workshop on Non-Monotonic Reasoning (NMR), 241-248, 2008.

wheres’ C s denotes that situatiosl is a predecessor of situation
. s, and.A is a set containing all primitive actions.
A Sketch of the Semantics Space precludes a full exposition of the translation. Details pro-

The satisfaction of all constraint and preference formulae is definedfided here and in Section 3, together with the details in Gabal-
by a translation of formulae into the Situation Calculus (SC), a log-don[2003 and Bienventet al.[2006 provide all the pieces.
ical language for reasoning about action and chdRggter, 2001

[Hsuet al., 2007 C.-W. Hsu, B. Wah, R. Huang, and Y. Chen. Con-
straint partitioning for solving planning problems with trajectory

do(X,s') C s ifX €A

terminate(X)[s’, s] = { do(end(X),s')Cs ifX € R,
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Abstract

We propose a mechanism for default reasoning in action for-
malisms that allows to make useful assumptions unless infor-
mation to the contrary. The mechanism is shown to behave
properly when actions are performed, in particular we show
that it suffices to apply defaults to the initial state. This allows
for very simple reasoning, since the defaults need only be ap-
plied once and monotonic entailment can thence be used to
solve projection problems. We finally consider two simple,
natural generalizations of the approach and show that they
admit unintuitive conclusions, thereby pointing out directions
for further research.

Introduction

This paper is concerned with the combination of two suc-
cessful approaches to the logical formalization of common-
sense reasoning: logics for actions and non-monotonic log-
ics. The present work is by no means the first to join the
two; non-monotonic logics have already been used by the
reasoning about actions community in the past. After (Mc-
Carthy and Hayes 1969) discovered the fundamental prob-
lem of determining the non-effects of actions, the frame
problem, it was widely believed that non-monotonic reason-
ing were necessary to solve it. Then (Hanks and McDermott
1987) gave a (by now famous) example of how straightfor-
ward use of non-monotonic logics in reasoning about ac-
tions and change can lead to counter-intuitive results. When
monotonic solutions to the frame problem were found (Re-
iter 1991; Thielscher 1999), non-monotonic reasoning again
seemed to be obsolete.

In this paper, we argue that utilizing default logic still is
of use when reasoning about actions. We will not use it to
solve the frame problem, however, the solution to the frame
problem we use here is monotonic and similar to the one of
(Thielscher 1999), but to make useful default assumptions
about states.

The approach we propose uses deterministic actions with-
out conditional effects and a restricted form of default as-
sumptions. The main reasoning task we are interested in is
the projection problem, that is, given an initial situation and
a sequence of actions, the question whether a certain condi-
tion holds in the resulting state. The approach can be used
to draw intuitive conclusions that are not possible to draw in
a monotonic way. As the main result of this paper, we show
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that default applications can be restricted to the initial state
without losing any inferences, thus giving way to a simple
reasoning mechanism.

In the second half of the paper, we consider two straight-
forward generalizations of our approach and show how they
permit counterintuitive conclusions, which justifies the re-
strictions made earlier. The first generalization allows for
more general defaults: they are still supernormal, that is,
prerequisite-free and normal, but enable default conclusions
to be “carried back in time.” This clearly disqualifies for
solving projection problems, since we would have to take an
infinite number of future time points into account. The sec-
ond generalization allows for more general effect axioms:
they are still deterministic but permit to express conditional
effects. This again causes conclusions that rely on time
points that are intrinsically irrelevant for the question to be
answered. In both cases, we identify reasons for the unde-
sired inferences and propose how further work can be done
to overcome those shortcomings.

Background

This section introduces the foundations upon which our
work rests. Firstly, a unifying action calculus that we will
use to axiomatize action domains. Secondly, a restricted
version of one of the most prominent non-monotonic logics,
Raymond Reiter’s Default Logic (Reiter 1980).

The Unifying Action Calculus

Recently, (Thielscher 2009) proposed a unifying action cal-
culus (UAC) with the objective of bundling research efforts
in action formalisms. It does not confine to a particular time
structure and can thus be instantiated with situation-based
action calculi, like the Situation Calculus (McCarthy 1963)
or the Fluent Calculus (Thielscher 1999), as well as with
formalisms using a linear time structure, like the Event Cal-
culus (Kowalski and Sergot 1986).

The UAC uses only the sorts FLUENT, ACTION, and TIME
along with the predicates < : TIME X TIME (denoting an
ordering of time points), Holds : FLUENT X TIME (stat-
ing whether a fluent evaluates to true at a given time point),
and Poss : ACTION X TIME X TIME (indicating whether an
action is applicable for particular starting and ending time
points). Uniqueness-of-names is assumed for all (finitely
many) functions into sorts FLUENT and ACTION.



The following definition introduces the most important
types of formulas of the unifying action calculus: they allow
to express properties of states and applicability conditions
and effects of actions.

Definition 1. Let s be a sequence of variables of sort TIME.

o A state formula ®[3) in §'is a first-order formula with free
variables 5 where

— for each occurrence of Holds(y, s) in ®[3] we have s €
§and
— predicate Poss does not occur.

Let s,t be variables of sort TIME and A be a function into
sort ACTION.

e A precondition axiom is of the form

Poss(A(Z), s, t) = mals] (1

where m4[s] is a state formula in s with free variables
among s, t, Z.
e An effect axiom is of the form

Poss(A(Z),s,t) D
(VA4 V (Holds(f,s) A —yy)) = Holds(f.)) (2)

where

vi=\ f=g@ady;= \/ f=u

0<i<n} 0<i<nj,

and the ¢; and v); are terms of sort FLUENT with free vari-
ables among Z.

Readers may be curious as to why the predicate Poss car-
ries two time arguments instead of just one: Poss(a,s,t)
is to be read as “action a is possible starting at time s and
ending at time ¢.” The formulas v, and 7, enumerate the
positive and negative effects of the action, respectively. This
definition of effect axioms is a restricted version of the orig-
inal definition of (Thielscher 2009)—it only allows for de-
terministic actions with unconditional effects.

A few words on notation and naming conventions: lower-
case letters will denote object-level variables, we usually use
f for sort FLUENT, a for sort ACTION, and s, t for sort TIME.
Capital letters and words will denote object level functions
of all sorts. Lower-case Greek letters will serve as meta-
level variables for fluent and action terms. Capital Greek
letters denote formulas or sets of formulas. As usual, s < ¢
abbreviates s < t V s = t. Formulas with occurrences of
free variables are assumed universally prenex-quantified.

Next, we formalize the concept of an (action) domain ax-
iomatization with its notion of time and action laws.

Definition 2. A (UAC) domain axiomatization consists of a
finite set of foundational axioms (2 (that define the underly-
ing time structure and do not contain the predicates Holds
and Poss), a set II of precondition axioms (1), and a set T
of effect axioms (2); the latter two for all functions into sort
ACTION.

A domain axiomatization is progressing, if

e ) |= (3s: TIME)(Vt : TIME)s < ¢ and
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e QUII = Poss(a, s, t) Ds<t.

A domain axiomatization is sequential, if it is progressing
and

QUII = Poss(a,s,t) A Poss(a’,s',t') D
(t<t'Dt<s)A(t=tD(a=d Ns=5))

That is, a domain axiomatization is progressing if there
exists a least time point and time always increases when ap-
plying an action. A sequential domain axiomatization fur-
thermore requires that no two actions overlap.

Lastly, we formalize the intuition of a time point that is
reachable via a finite sequence of actions.

Definition 3. Let ¥ be a domain axiomatization. A time
point 7 is finitely reachable in 3 iff 3 |= Reach(7), where
the predicate Reach : TIME is macro-defined by

Reach(r) def (VR)((Vs)(Init(s) D R(s))
A (Va, s, t)(R(s) A Poss(a,s,t) D R(t)) D R(r))
Init(t) % —~(3s)s < t

Note that these macros allow us to perform induction on
reachable time points as follows: to show that a certain prop-
erty W[s| holds for all reachable time points, we show that
all minimal time points satisfy the property and that it is pre-
served by action application to reachable time points.

The examples of this paper will employ situations as their
underlying time structure, so we briefly recall the corre-
sponding foundational axioms from (Pirri and Reiter 1999):

=(s < 5) 3)
s < Do(a,s')=s< s (4)
Do(a,s) = Do(d',s') = (a=d Ns=15) (5)
(VP)((P(So) A (P(s) D P(Do(a,s)))) > P(s"))  (6)

The above axioms shall henceforth be referred to as ;.
Whenever we use them as underlying time structure, we
stipulate that for each action function A with right hand
side wa[s] of precondition axiom (1), we have 4[]
m'4[s] ANt = Do(A(Z), s) for some 7/y.

Since we are mainly interested in the projection problem,
our domain axiomatizations will usually include a set > of
state formulas in Sj that characterize the initial situation.

To illustrate the intended usage of the introduced notions,
we make use of a variant of a well-known example already
mentioned earlier: the Yale Shooting scenario (Hanks and
McDermott 1987).

Example 1. Consider the domain axiomatization
Qg UITU YT U Xp. The precondition axioms say that the
action Shoot is possible if the gun is loaded and the actions
Load and Wait are always possible.

IT = { Poss(Shoot, s,t) =
(Holds(Loaded, s) At = Do(Shoot, s)),
Poss(Load, s,t) =t = Do(Load, s),
Poss(Wait, s,t) = t = Do(Wait, s)}



With these preconditions and foundational axioms (3)—(6),
the domain axiomatization is sequential. The effect of shoot-
ing is that the turkey ceases to be alive, loading the gun
causes it to be loaded, and waiting does not have any ef-
fect. All effect axioms in Y are of the form (2), we state
only the 4+ different from the empty disjunction.

Yonoot = (f = Alive)
Y4 = (f = Loaded)

Finally, we state that the turkey is alive in the initial situation
So.

Yo = {Holds(Alive, Sp)}

We can now employ logical entailment to answer the
question whether the turkey is still alive after apply-
ing the actions Load, Wait, and Shoot, respectively.
With the notation Do([as,...,a,],s) as abbreviation for
Do(ay, Do(...,Do(ay,s)...)), itis easy to see that

Y = —Holds(Alive, Do([Load, Wait, Shoot], Sp).

Default Logic

Introduced in the seminal paper (Reiter 1980), Default Logic
has become one of the most important formalisms for non-
monotonic reasoning. The semantics for supernormal de-
faults used here is taken from (Brewka and Eiter 1999).Here,
a default rule always comes without a prerequisite, and jus-
tification and consequence always coincide. A default rule
can thus also be seen as a hypothesis that we are willing to
assume, but prepared to give up in case of contradiction. A
default theory then adds a set of formulas, the indefeasible
knowledge, that we are not willing to give up for any reason.

Definition 4. A supernormal default rule, or, for short, de-
fault, is a closed first-order formula. Any formulas with oc-
currences of free variables are taken as representatives of
their ground instances.

For a set of closed formulas S, we say the default § is
active in S if both § ¢ S and -6 ¢ S.

A (supernormal) default theory is a pair (W, D), where
W is a set of sentences and D a set of default rules.

An extension for a default theory can be seen as a way
of assuming as many defaults as possible without creating
inconsistencies. It should be noted that, although the defini-
tion differs, our extensions are extensions in Reiter’s (1980)
sense.

Definition 5. Let (W, D) be a default theory where all de-
fault rules are supernormal and < be a total order on D.
Define Ey := Th(W) and for all i > 0,

E;
Th(E, U {6})

if no default is active in F;
otherwise, where ¢ is the < -
minimal default active in E;.

Ei+1 =

Then the set E' := |J,. Es is called the extension gener-
ated by <. A set of formulas F is a preferred extension for
(W, D) if there exists a total order < that generates E. The
set of all preferred extensions for a default theory (W, D) is
denoted by Fxz(W, D).
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Extensions need not be unique: if there are two contra-
dicting defaults 6 and —J, either both or none of them are
active in Th(WW). Applying one of them makes the other
inactive, thus they give rise to two different extensions.

Based on extensions, one can define skeptical and credu-
lous conclusions for default theories: skeptical conclusions
are formulas that are contained in every extension, credu-
lous conclusions are those that are contained in at least one
extension.

Definition 6. Let (W, D) be a supernormal default theory
and ¥ be a first-order formula.

W Fjskept déf Ve m E
E€Ex(W,D)

W kcred déf U e U E
EcEx(W,D)

In the present work, we will primarily be concerned with
skeptical reasoning.

Action Domains with Static Defaults

We now combine the hitherto introduced concepts into the
notion of a domain axiomatization with defaults. It is essen-
tially a default theory where the set containing the indefeasi-
ble knowledge is a domain axiomatization. The defaults are
of a restricted form since we allow only static defaults about
states.

Definition 7. A domain axiomatization with defaults is
a pair (3, D[s]), where ¥ is a UAC domain axiomatiza-
tion and D[s] is a set of supernormal defaults of the form
Holds(p, s) or ~Holds(p, s) for a fluent ¢.

By D[o] we denote the set of defaults in D[s] where s has
been instantiated by the term o.
Example 1 (continued). We add a fluent Broken that indi-
cates if the gun does not function properly. Shooting is now
only possible if the gun is loaded and not broken:

Poss(Shoot, s,t) =
(Holds(Loaded, s) A
At = Do(Shoot, s))
Unless there is information to the contrary, it should be as-

sumed that the gun has no defects. This is expressed by the
following default rule:

D[s] = {—~Holds(Broken, s)}

Without the default assumption, it cannot be concluded that
the action Shoot is possible after performing Load and Wait
since it cannot be inferred that the gun is not broken. Using
the abbreviations S; = Do(Load, Sy), Sa = Do(Wait, S1),
and Ss Do(Shoot, S3), we illustrate how the non-
monotonic entailment relation defined earlier enables us to
use the default rule to draw the desired conclusion:

> h‘skept —Holds(Broken, Ss),
) hSkept Poss(Shoot, Ss, S3), and
> hskept —Holds(Alive, Ss).

—Holds(Broken, s)



The default conclusion that the gun works correctly, drawn
in Sy, carries over to So and allows to conclude applicability
of Shoot in Sy and its effects on Ss.

In the example just seen, default reasoning could be re-
stricted to the initial situation. As it turns out, this is suf-
ficient for the type of action domain considered here: ef-
fect axiom (2) never “removes” information about fluents
and thus never makes more defaults active after executing
an action. This observation is formalized by the following
lemma. It essentially says that to reason about a time point
in which an action ends, it makes no difference whether we
apply the defaults to the resulting time point or to the time
point when the action starts. This holds of course only due
to the restricted nature of effect axiom (2).

Lemma 1. Let (3, D[s]) be a domain axiomatization with
defaults, o be a ground action such that ¥ |= Poss(a, 0, T)
for some o,T : TIME, and let U[r] be a state formula in T.
Then

) hskept [ ] lj‘fz RSkept [ ]

Proof. (Sketch.) The proof uses structural induction on ¥|7]
with U[r] = Holds(p, ) being the only interesting case.
The result is immediate if > is inconsistent, so for the fol-
lowing assume that X is consistent. If ¢ is amongst the pos-
itive effects of «, then ¥ = Holds(y, 7) and we are done.
If ¢ is no positive effect of «, the conclusion Holds(y, T)
relies on a default Holds(p,s) € D[s] and ¢ cannot be a
negative effect of « (since the conclusion would be impos-
sible otherwise). Since ¢ is not changed by «, we have that
Holds(p,0) € E iff Holds(p,T) € E for any extension E
for (X, Dlo]) or (X, D[r)). O

We next introduce a helpful regression operator which is
inspired by the one from (Reiter 1991). It uses the structure
of the effect axioms to reduce reasoning about a time point
that is the result of applying an action to reasoning about the
time point in which the action started.

Definition 8. The operator R, maps, for a given action «,
a state formula in 7 into a state formula in o as follows.

def

Ra(Holds(p, 1))

(Vi {f — @} V (Holds(p,0) A=y {f — ¢}))

The operator does not change atomic formulas other than
Holds statements, and distributes over the first order con-
nectives in the obvious way.

Now whenever an action « is possible and its effect axiom
is available, a state formula in the resulting time point and
its regression are indeed equivalent.

Proposition 2. Let o be a ground term of sort ACTION and
S be a consistent set of closed formulas that contains an
effect axiom (2) for action o and where S \= Poss(a, 0, T)
for some o, T : TIME and let U[s] be a state formula. Then

S | ¥[r] = Ra(V)[0]
Proof. By structural induction on W. The only interesting

case is ¥ = Holds(p, ) for some fluent p. Let I be a
model for S.
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I = Holds(p,T)
T = (v — o} V (Holds(i0,0) A7z {f — 0}))
(since I = Poss(a, 0, 7) and
I is a model for s effect axiom)
iff I ="Rq(Holds(p, 7)) (by definition) [

The next theorem says that all local conclusions about
a finitely reachable time point o (that is, all conclusions
about ¢ using defaults from D[o]) are exactly the conclu-
sions about ¢ that we can draw by instantiating the defaults
only with the least time point.

Theorem 3. Let (3, D[s]) be a progressing domain axiom-
atization with defaults, ) its least time point, ¢ : TIME be
finitely reachable, and V[o] be a state formula. Then

kept kept
5 Rk Wlo] i S Rkt o]
Proof. By mductlon on o. The base case is trivial. For the
induction step, assume that 3 = Poss(«, o, 7).

n F’_,Ske[]t [ ]

iff © w’f 0t g 7] (Lemma 1)
iff ¥ Fxé’“m R (0)[0] (Proposition 2)
iff = FxSkep " Ra(¥)[o]  (induction hypothesis)
iff = hSke” "t w7 (Proposition 2) [

It thus remains to show that local defaults are indeed ex-
haustive with respect to local conclusions. The next lemma
takes a step into this direction: it states that action appli-
cation does not increase default knowledge about past time
points.

Lemma 4. Ler (X, D[s]) be a domain axiomatization with
defaults, « be a ground action such that Y3 = Poss(a, 0, T)
for some o,T : TIME, and let V|p] be a state formula in
p : TIME where p < 0. Then

by pskepf U[p] implies 3. inf[jf’t W[

Proof. (Sketch.) We prove the contrapositive. Let ¥ bSSDk[Zp ¢
Ulp]. Then there is an extension E for (3, D[o]) where
Ulp] ¢ E. We generate an extension F' for (X, D[7]) as
follows. Set the ordering < on D[r]such that defaults from
D[7] N E get higher priority than the ones from D[r] \ E.
None of the latter gets applied during generation of F:
roughly, if §[7] ¢ E although there is a default 6[s] € D][s],
then =[] € E. This can be due to either (1) a contradicting
action effect or (2) a contradicting default —4[s] € DJs]. In
case (1), ~d[7] € Th(X) and d[7] is inapplicable. For (2),
a does not affect —d[o], thus —d[7] is applicable in Th(X)
and by construction applied in F', which makes §[7| inap-
plicable. Now there exists an E/ C D[r] N E such that
F = Th(X U E'), thus any model for E is a model for F.

Hence, W[p] ¢ F and ¥ R35P" wlp). O

DI7]

The converse of the lemma does not hold, since an action
effect might preclude a default conclusion about the past.
The following theorem now says that no sequence of future
actions whatsoever can have an impact on conclusions about
the present.



Theorem 5. Let (X, D[s]) be a progressing domain axiom-
atization with defaults, let U[s] be a state formula, o < T be
time points, and o be finitely reachable. Then
by |:E5kept U] implies ¥ hSkePt V(o]

Proof. If T is not finitely reachable, we have ¥ = U[o]
and the claim is immediate, so let T be ﬁnitely reachable.
We use induction on 7. The base case, 7 = o, is obvious.
For the induction step, ¥ = Poss(a,7,7’) and Fszem

. skept
Wlo] imply ¥ Rt
hypothesis then yields b

Ulo] by Lemma 4. The induction
Ulo]. O

ekept

The final theorem, our main result, now combines Theo-
rems 3 and 5. It states the sufficiency of instantiation with
the least time point with respect to conclusions about reach-
able time points.

Theorem 6. Ler (3, D[s]) be a progressing domain axiom-
atization with defaults, X be its least time point, U|[s] be a
state formula, and o < T be terms of sort TIME where o is
finitely reachable. Then

by }xgkem U (o] implies & #:g‘:\ﬁ't V(o]
Proof. ¥ F‘V'Ske”t U[o] implies X in_f[ipt U[o] by Theorem

5. By Theorem 3, this is the case iff ¥ fir<P! ¢ O

DA

Ylo].

Generalizations with Undesired Side Effects

In this section, we show some generalizations of the thus far
introduced notion of a domain axiomatization with defaults
and show how these generalizations clash with our intuitive
notion of relevance. The first subsection generalizes the de-
fault hypotheses used, and the second subsection generalizes
the effect axioms.

Unrestricted Supernormal Defaults

Concluding atomic propositions about the world is not al-
ways enough. Sometimes we wish to express defaults of
the form “in general, x are y”, for example, “in general, pa-
per airplanes fly!.” Surely, we could instantiate a default
Holds(Flies(x), s) by all objects « which are known to be
paper airplanes. But this is by no means elaboration toler-
ant (McCarthy 1998) and furthermore does not account for
previously unknown paper airplanes. We would much rather
have a default rule

Holds(PaperAirplane(x), s) D Holds(Flies(z),s) (7)
which is still supernormal and will let us draw the desired
conclusion whenever there is no contradicting information.
But, unfortunately, allowing disjunctive defaults has unintu-

itive side effects:

Yes, paper airplanes. Birds are not the only objects that should
fly by default.
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Example 2. Imagine an action Fold(x) that transforms a
sheet of paper x into a paper airplane:

Poss(Fold(x), s, t) = Holds(SheetOfPaper(z), s)
At = Do(Fold(z), s)

Ve = (f = PaperAirplane(z))

Yrold = (f = SheetOfPaper(z))

Let the domain axiomatization be X Qe UIT U
T U Xy where II contains the precondition axiom above,
T contains effect axiom (2) with ’y,ﬁ;ld and g, stated
above, and the initial situation is characterized by ¥y =
{Holds(SheetOfPaper(T), Sp)}. The set of defaults DJs]
contains the single default rule (7). Now after folding
T into a paper airplane (using the abbreviation Sy
Do(Fold(T), Sp)), we can indeed make the desired conclu-
sion that it flies:

S R Holds(Flies(T), S1)

So far, so good. But there is another conclusion that we can
draw in S7 and that refers to the past:

S Ry Holds(Flies(T), So)

Spelled out, the sheet of paper already flew before it was
folded! Moreover, this conclusion about the initial situation
could not be drawn in the initial situation itself without uti-
lizing a future situation:

S ey Holds(Flies(T), So)

This line of argument could be read as: “If I folded the sheet
of paper into a paper airplane, it would fly. Therefore, it
flies.” This is counterfactual reasoning gone awry. So what
happened?

The problem stems from effect axiom (2) and its incor-
porated solution to the frame problem: since Flies(T) holds
after Fold(T) but was not a positive effect of the action, ac-
cording to the effect axiom it must have held beforehand.

A possible remedy for this flaw is the exclusion of certain
fluents from the frame assumption, in particular the exclu-
sion of those fluents that are affected by default conclusions.
It remains to be investigated how those fluents are to be iden-
tified.

Conditional Effects

Let us get back to defaults that are Holds statements or nega-
tions thereof, but instead increase the expressiveness of the
action domain by allowing conditional effects. They are
modelled as a case distinction on the right hand side of the
effect axiom. For each case, the actual formula expressing
the effects is identical to (2).

Definition 9. An effect axiom with conditional effects is of
the form

Poss(A(Z), s, t) D \/ (Di[s] A Yys, 1)) 8
1<i<k
where £ > 1, and foreach 1 < ¢ < k,
Yi[s,t] = (Vf)(Holds(f,t) =
(47 V (Holds(f,5) A7) ©)



vr= "\ f=pyandy =

0<j<n;

\/ f=1vi

0<j<n;

and the ¢;; and ;; are terms of sort FLUENT with free vari-
ables among &. The ®;[s| are state formulas in s that define
the conditions for case 7 to apply. They are mutually exclu-
sive and the disjunction of them is a tautology—the actions
are thus still deterministic.

Conditional effects allow us to further “inspect” a state
and base effects upon state properties. This was not possible
with effect axiom (2) where all effects were unconditional
and the only possibility to inspect the starting state of an
action was by precondition axioms.

Example 3. We slightly modify Example 1: the action
Shoot is now always possible but breaks an unloaded gun
(that works as expected if loaded and not broken).

Poss(Shoot, s,t) = t = Do(Shoot, s)
Poss(Shoot, s,t) D
(—Holds(Broken, s) A Holds(Loaded, s)) A
(Vf)(Holds(f,t) = (Holds(f,s) A\ f # Alive))
Vv
(Holds(Broken, s) V = Holds(Loaded, s)) A
(Vf)(Holds(f,t) = (Holds(f,s) V f = Broken))

With the gun still being not broken by default and S; =
Do(Shoot, Sp), we get the following conclusions: by de-
fault, the gun is not broken, even after shooting:

= L] ot Eren, 5

But then, it must have been loaded in the initial situation
(otherwise it would be broken, which it is not):

% & Holds(Loaded, Sp),

although this was not known without utilizing a default
about a situation in the future:

S ey Holds(Loaded, Sy).

The flaw with this inference is that it makes default con-
clusions about a fluent whose value is affected by an action
at the same time. This somewhat contradicts our intended
usage of defaults about states: we originally wanted to ex-
press reasonable assumptions about fluents whose values are
initially unknown. It does however not seem very reasonable
to assume, while not knowing whether the gun is loaded or
not, that the gun is still working after firing it when at the
same time we know that firing an unloaded gun will break
it. Further research will therefore be conducted to incorpo-
rate a notion of causality into our framework.

Conclusions and Future Work

The paper investigated the combination of two successful
approaches to the logical formalization of commonsense
reasoning, logics for actions and non-monotonic logics, and
introduced a framework for default reasoning in action for-
malisms. This is, to the best of our knowledge, the first

128

work to apply defaults to states in theories of actions and
change. Thanks to a well-defined form of the employed ef-
fect axioms and defaults, the proposed mechanism behaves
in an intuitive way. As our main results show, it is even
enough to apply default assumptions only to a single time
point, namely the least time point, without losing any of the
conclusions. On the other hand, naive generalizations of our
approach have been shown to bear the risk of undesired be-
havior; it is work in progress to extend the framework in a
manner that does not allow for counter-intuitive conclusions.

In the future, we aim at integrating a suitably expressive
generalization of our approach into the concept of agent
logic programs (ALPs)—definite logic programs with two
special predicates that are evaluated with respect to an un-
derlying domain axiomatization. We intend to augment
ALPs by a negation-as-failure operator and combine the an-
swer set semantics for general logic programs (Gelfond and
Lifschitz 1991) with a background theory of action to pro-
vide a semantics for the augmented language.
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Abstract

Logical theories in reasoning about actions may also
evolve, and knowledge engineers need revision tools to
incorporate new incoming laws about the dynamic en-
vironment. We here fill this gap by providing an algo-
rithmic approach for action theory revision. We give
a well defined semantics that ensures minimal change,
and show correctness of our algorithms w.r.t. the seman-
tic constructions.

Introduction

Like any logical theory, action theories in reasoning about
actions may evolve, and thus need revision methods to ade-
quately accommodate new information about the behavior
of actions. In (Eiter et al. 2005; Herzig, Perrussel, and
Varzinczak 2006; Varzinczak 2008) update and contraction-
based methods for action theory repair are defined. Here we
continue this important though quite new thread of investi-
gation and develop a minimal change approach for revising
a domain description.

The motivation is as follows. Consider an agent designed
to interact with a coffee machine. Among her beliefs, the
agent may know that a coffee is a hot drink, that after buying
she gets a coffee, and that with a token it is possible to buy.
We can see the agent’s beliefs about the behavior of actions
in this scenario as a transition system (Figure 1).

Figure 1: A transition system depicting the agent’s knowl-
edge about the dynamics of the coffee machine. b, ¢, ¢, and
h stand for, respectively, buy, token, coffee, and hot.

Well, at some stage the agent may learn that coffee is the
only hot drink available at the machine, or that even without
a token she can still buy, or that all possible executions of
buy should lead to states where —token is the case. These
are examples of revision with new laws about the dynamics
of the environment under consideration. And here we are
interested in exactly these kinds of theory modification.
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The contributions of the present work are as follows:

e What is the semantics of revising an action theory by a
law? How to get minimal change, i.e., how to keep as
much knowledge about other laws as possible?

e How to syntactically revise an action theory so that its
result corresponds to the intended semantics?

Here we answer these questions.

Logical Preliminaries

Our base formalism is multimodal logic K,, (Popkorn 1994).

Action Theories in Multimodal K

Let 2 = {ay,as, ...} be the set of atomic actions of a do-
main. To each action a there is associated a modal operator
[a]. B = {p;1,py, ...} denotes the set of propositions, or
atoms. £ = {p,—p : p € P} is the set of literals. ¢ denotes
a literal and |¢| the atom in £.

We use ¢, 1, ... to denote Boolean formulas. § is the set
of all Boolean formulas. A propositional valuation v is a
maximally consistent set of literals. We denote by v |- ¢
the fact that v satisfies ¢. By val(p) we denote the set of
all valuations satisfying . ):cpl_is the classical consequence
relation. Cn(y) denotes all logical consequences of ¢.

With IP(p) we denote the set of prime implicants (Quine
1952) of . By 7 we denote a prime implicant, and atm(7)
is the set of atoms occurring in 7. Given ¢ and 7, { € 7
abbreviates ‘¢ is a literal of 7.

We use @,¥, ... to denote complex formulas (possibly
with modal operators). (a) is the dual operator of [d]
((a)@ —def ﬂ[a]—@).

A K,,-model is a tuple .# = (W,R) where W is a set of
valuations, and R maps action constants a to accessibility

relations R, C W x W. Given .# , %}” p (p is true at world
w of model .Z) if w IF p; )%}” [a]® if %{@ for every w' s.t.

(w,w") € R,; truth conditions for the other connectives are
as usual. By M we will denote a set of K,,-models.

A is amodel of @ (noted }zjl@) if and only if %@ for all

w € W. .4 is a model of a set of formulas > (noted )é/[E)
if and only if |:///d5 for every @ € X. @ is a consequence of



the global axioms X in all K,,-models (noted 3 )%( @) if and

only if for every .# , if %%E, then ):/”(P
In K,, we can state laws describing the behavior of ac-
tions. Here we distinguish three types of them.

Static Laws A static law is a formula ¢ € § that char-
acterizes the possible states of the world. An example is
coffee — hot: if the agent holds a coffee, then she holds a
hot drink. The set of static laws of a domain is denoted by S .

Effect Laws An effect law for a has the form ¢ — [a],
with ¢,) € §. Effect laws relate an action to its effects,
which can be conditional. The consequent % is the effect
that always obtains when a is executed in a state where
the antecedent ¢ holds. An example is token — [buy|hot:
whenever the agent has a token, after buying, she has a hot
drink. If ¢ is inconsistent we have a special kind of ef-
fect law that we call an inexecutability law. For example,
—token — [buy] L says that buy cannot be executed if the
agent has no token. The set of effect laws is denoted by £ .

Executability Laws An executability law for a has the form
» — {(a)T, with ¢ € §F. It stipulates the context in which
a is guaranteed to be executable. (In K,, (a)T reads “a’s
execution is possible”.) For instance, token — (buy)T says
that buying can be executed whenever the agent has a token.
The set of executability laws of a domain is denoted by X’.

Given a, &, (resp. X,) will denote the set of only those
effect (resp. executability) laws about a.

Action Theories 7= S U £ UX is an action theory.

To make the presentation more clear to the reader, we here
assume that the agent’s theory contains all frame axioms.
However, all we shall say here can be defined within a for-
malism with a solution to the frame and ramification prob-
lems like (Herzig, Perrussel, and Varzinczak 2006) do. The
action theory of our example will thus be:

coffee — hot, token — {(buy) T,
T =1 ~—coffee — [buy|coffee, ~token — [buy] L,
coffee — [buy]coffee, hot — [buy|hot

Figure 1 above shows a K,,-model for the theory 7.
Sometimes it will be useful to consider models whose
possible worlds are all the possible states allowed by S
Definition 1 .#Z = (W, R) is a big frame of 7 if and only if:
o W=val(S); and
YA YA

o R = {(w,w') : Y — [alir € &, if EY o then E)

Big frames of 7 are not always models of 7.
Definition 2 .7 is a supra-model of 7 iff ):/”T and M is a
big frame of T.

Figure 2 depicts a supra-model of our example 7.

Prime Valuations
An atom p is essential to o if and only if p € arm(y’) for
all ¢ such that |z, ¢ <> ¢'. For instance, p; is essential to

—p1 A (=p1 Vpsy). atm!(p) will denote the essential atoms of
». (If ¢ is a tautology or a contradiction, then arm!(p) = ().)
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b
(—\r, -, —~h) (t, -c, —~h) (—\t, -, h)

Figure 2: Supra-model for the coffee machine scenario.

For ¢ € §, o is the set of all ¢’ € § such that 'ZCPLQDI
and arm(p') C arm!(p). For instance, p; V p, & py*, as
P1 FepL P1 V po but atm(p, V py) € atm!(py). Clearly,
atm(\ p*) = arm!(\ p*). Moreover, whenever |:CPL<,0 -
¢’ then atm!(p) = atm!(¢") and also p* = ¢'x.

Theorem 1 ((Parikh 1999)) |:CPL © < Nex, and
atm(px) C atm(p') for every ' s.t. [y ¢ < ¢’

Thus for every ¢ € § there is a unique least set of ele-
mentary atoms such that ¢ may equivalently be expressed
using only atoms from that set. Hence, Cn(y) = Cn(p*).

Given a valuation v, v/ C v is a subvaluation. For W a set
of valuations, a subvaluation V' satisfies ¢ € § modulo W
(noted v/ Il ) if and only if v I ¢ for all v € W such that
v/ C v. A subvaluation v essentially satisfies o modulo W

(It @) ifand only if v If, o and {[¢] : £ € v} C amn!(y).

Definition 3 Let ¢ € § and W be a set of valuations. A
subvaluation v is a prime subvaluation of ¢ (modulo W) if

and only if v H;V! @ and there isnov' C v s.t.v' H‘;/! ®.

A prime subvaluation of a formula ¢ is one of the weak-
est states of truth in which ¢ is true. (Notice the similar-
ity with the syntactical notion of prime implicant (Quine
1952).) We denote all prime subvaluations of ¢ modulo W
by base(p, W).

Theorem 2 Let ¢ € § and W be a set of valuations. Then
forallw € W, w |+ ¢ if and only if w I \/Vebme(%w) Neey L.

Closeness Between Models

When revising a model, we perform a change in its struc-

ture. Because there can be several ways of modifying a

model (not all minimal), we need a notion of distance be-

tween models to identify those closest to the original one.
As we are going to see in more depth in the sequel, chang-

ing a model amounts to modifying its possible worlds or

its accessibility relation. Hence, the distance between two

K,,-models will depend upon the distance between their sets

of worlds and accessibility relations. These here will be

based on the symmetric difference between sets, defined as

XY =(X\Y)U(Y\X).

Definition 4 Let .#4/ = (W,R). .#' = (W' ,R) is at least as

close to A as M" = (W' R"), noted ' =< 4 A", iff

o cither W-W C W-W"

o or W-W = W-W"and R-R' C R-R"

This is an extension of Burger and Heidema’s rela-

tion (Burger and Heidema 2002) to our modal case. Note

that other distance notions are also possible, like e.g. the
cardinality of symmetric differences or Hamming distance.



Semantics of Revision

Contrary to contraction, where we want the negation of a law
to be satisfiable, in revision we want a new law to be valid.
Thus we must eliminate all cases satisfying its negation.

The idea in our semantics is as follows: we initially have a
set of models M in which a given formula @ is (potentially)
not valid, i.e., @ is (possibly) not true in every model in M.
In the result we want to have only models of ¢. Adding &-
models to M is of no help. Moreover, adding models makes
us lose laws: the resulting theory would be more liberal.

One solution amounts to deleting from M those models
that are not #-models. Of course removing only some of
them does not solve the problem, we must delete every such
a model. By doing that, all resulting models will be mod-
els of @. (This corresponds to theory expansion, when the
resulting theory is satisfiable.) However, if M contains no
model of @, we will end up with (). Consequence: the result-
ing theory is inconsistent. (This is the main revision prob-
lem.) In this case the solution is to substitute each model .#
in M by its nearest modifications .#j that makes @ true.
This lets us to keep as close as possible to the original mod-
els that we had.

Before defining revision of sets of models, we present
what modifications of (individual) models are.

Revising a Model by a Static Law

Suppose that our coffee deliverer agent discovers that the
only hot drink that is served on the machine is coffee. In this
case, we might want to revise her beliefs with the new static
law coffee < hot.

Considering the model in Figure 2, we see that —coffee N\
hot is satisfiable. As we do not want this, the first step is to
remove all worlds in which —coffee A hot is true. The second
step is to guarantee all the remaining worlds satisfy the new
law. This issue has been largely addressed in the literature on
belief revision and update (Girdenfors 1988; Winslett 1988;
Katsuno and Mendelzon 1992; Herzig and Rifi 1999). Here
we can achieve that with a semantics similar to that of clas-
sical revision operators: basically one can change the set of
possible valuations, by removing or adding worlds.

In our example, removing the possible worlds {7, —c, 1}
and {1, =¢, h} would do the job (there is no need to add
new valuations since the new static law is satisfied in at least
one world of the original model).

The delicate point in removing worlds is that it may re-
sult in the loss of some executability laws: in the example, if
there were only one arrow leaving some world w and point-
ing to {—#, —¢, hi}, then removing the latter from the model
would make the action under concern no longer executable
in w. Here we claim that this is intuitive: if the state of the
world to which we could move is no longer possible, then
we do not have a transition to that state anymore. Hence, if
that transition was the only one we had, it is natural to lose it.

One could also ask what to do with the accessibility rela-
tion if new worlds must be added (revision case). We claim
that it is reckless to blindly add new elements to R. In-
stead, we shall postpone correction of executability laws, if
needed. This approach is debatable, but with the information
we have at hand, it is the safest way of changing static laws.
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Definition 5 Let .4/ = (W,R). .4' = (W ,R') € .4} iff
W = (W\ val(—p)) Uval(p) and R C R.

Clearly I':/”/gp forall .#' € .. The minimal models of
the revision of .# by ¢ are those closest to .Z w.rt. <_y:
Definition 6 rev(.#, ) = Jmin{.Z}, <}

In the example of Figure 2, rev(.# , coffee < hot) is the
singleton {.#"}, with .#" as shown in Figure 3.

(=t, —c, —h) (t, =, =h)
Figure 3: Revising model .# in Figure 2 with coffee < hot.

Revising a Model by an Effect Law

Let’s suppose now that our agent eventually discovers that
after buying coffee she does not keep her token. This means
that her theory should now be revised by the new effect law
token — [buy|—token. Looking at model .7 in Figure 2, this
amounts to guaranteeing that roken/\ (buy)token is satisfiable
in none of its worlds. To do that, we have to look at all the
worlds satisfying this formula (if any) and

e cither make token false in each of these worlds,
e or make (buy)token false in all of them.

If we chose the first option, we will essentially flip the
truth value of literal foken in the respective worlds, which
changes the set of valuations of the model. If we chose
the latter, we will basically remove buy-arrows leading to
token-worlds, which amounts to changing the accessibility
relation.

In our example, worlds w1 = {token, coffee, hot}, wa =
{token, —coffee, hot} and wy = {token, —coffee, —hot} sat-
isfy the formula token A (buy)token. Flipping token in all of
them to —token would do the job, but this would also have
as consequence the introduction of a new static law: —roken
would now be valid, i.e., the agent never has a token! Do we
want this?

We claim that changing action laws should not have as
side effect a change in the static laws. These have a spe-
cial status (Shanahan 1997), and should change only if re-
quired. Hence each world satisfying token A (buy)token has
to be changed so that (buy)token becomes untrue in it. In
the example, we thus should remove (w1, w1 ), (w2, wy) and
(w3, wy) from R.

Definition 7 Let ./ = (W.R). .#' = (W .R') € M} _ ., iff:

e W =W,R CR, |=// o — [a]y, and
o If (w,w') € R\ R, then %ﬂgo

The minimal models resulting from revision of a model
A by a new effect law are those closest to .#Z w.rt. <_4:

Definition 8 rev(.2, ¢ — [a]t)) = Umin{. 2} _ . 2.}

Taking .# as in Figure 2, rev(.# , token — [buy|—token)
will be the singleton {.#"} depicted in Figure 4.



(—\t, -, —\h) (r, -, —~h) (—\t, -, h)
Figure 4: Revising .# in Figure 2 with foken —
[buy]|—token.

Revising a Model by an Executability Law

Let us now suppose that at some stage it has been decided to
grant free coffee to everybody. Faced with this information,
we have to revise the agent’s laws to reflect the fact that buy
can also be executed in —foken-contexts: —~token — {(buy) T
is a new executability law.

Considering model .# in Figure 2, we observe that
—token A [buy]L is satisfiable. Hence we must throw
—token A [buy] L away to ensure the new law becomes true.

To remove —token A [buy] L we have to look at all worlds
satisfying it and modify .# so that they no longer satisfy that
formula. Given worlds wy = {—token, —coffee, —hot} and
ws = {—token, —coffee, hot}, we have two options: change
the interpretation of token in both or add new arrows leav-
ing these worlds. A question that arises is ‘what choice is
more drastic: change a world or an arrow’? Again, here
we claim that changing the world’s content (the valuation)
is more drastic, as the existence of such a world is foreseen
by some static law and is hence assumed to be as it is, un-
less we have enough information supporting the contrary, in
which case we explicitly change the static laws (see above).
Thus we shall add a new buy-arrow from each of w4 and ws.

Having agreed on that, the issue now is: which worlds
should the new arrows point to? In order to comply with
minimal change, the new arrows shall point to worlds that
are relevant targets of each of the —~token-worlds in question.

Definition 9 Let .# = (W,R), w,w’ € W, and M be a set
of models s.t. . #4 € M. Then w' is a relevant target world
of ww.rt. o — (a)T for A in M ijﬂ{lw and

o [fthereis #' = (W ,R'Y EM such that R, (w) # 0:

— forall t € w' \ w, there is ' € § s.t. there is V' €
base(y', W) st. v/ C w', £ € V', and ){{Z [ay’ for
every M; € M

— forall { € wNw, either there is ) € § s.t. there is
V'€ base(y, W) stV Cw', L €V, and |:Z[z [a]y’ for
all #; € M; or there is M; € M s.t. %}% [a]—¢

o IfR(w) = 0 for every #' = (W ,R') eM :

— forallt € W' \ w, there is M; = (W;,R;) EM s.t.
there is u,v € W; s.t. (u,v) € Rjyand L € v\ u

— foralll € wnNw, there is M; = (W;,R;) EM s.t.
there is u,v € W; s.t. (u,v) € Ry and { € uNw,
or for all M; = (Wi, R;) €M | if (u,v) € Ry, then
-L¢v\u

By rt(w,p — (a)T,.#, M) we denote the set of all rele-
vant target worlds of w w.r.t. o — (a)T for A in M.
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In our example, wg = {—token, coffee, hot} is the only
relevant target world here: the two other —token-worlds
violate the effect coffee of buy, while the three roken-
worlds would make us violate the frame axiom —token —
[buy|—token.

Definition 10 Let ./ = (W,R). .#' = (W' .R') € M}, iff:

e W=WRCFR, Izﬂ v — (a)T,and

o If(w,w') € R"\ R, thenw' € rt(w,p — [a| L, 4, M)
The minimal models resulting from revising a model .#

by a new executability law are those closest to .Z w.r.t. < _4:

Definition 11 rev(.#, ¢ — (a)T) = Umin{.#}_ ., 2.}

In our running example, rev(.#, —token — (buy)T) is
the singleton {.#"}, where .#" is as shown in Figure 5.

(—\r, -, —~h) (l, -c, —~h) (—\t, -, h)

Figure 5: The result of revising model . in Figure 2 by the
new executability law —token — (buy)T .

Revising Sets of Models

Up until now we have seen what the revision of single mod-
els means. Now we are ready for a unified definition of re-
vision of a set of models M by a new law &:

Definition 12 Let M be a set of models and ® a law. Then

5= M\ Lz U | rev(a,d)

MeM

Definition 12 comprises both expansion and revision: in the
former, addition of the new law gives a satisfiable theory;
in the latter a deeper change is required to get rid of the
inconsistency.

Syntactic Operators for Revision

We now turn our attention to the syntactical counterpart of
revision. Our endeavor here is to perform minimal change
also at the syntactical level. By 73 we denote the result of
revising an action theory 7 with a new law &.

Revising a Theory by a Static Law

Looking at the semantics of revision by Boolean formulas,
we see that revising an action theory by a new static law
may conflict with the executability laws: some of them may
be lost and thus have to be changed as well. The approach
here is to preserve as many executability laws as we can in
the old possible states. To do that, we look at each possi-
ble valuation that is common to the new S and the old one.
Every time an executability used to hold in that state and
no inexecutability holds there now, we make the action exe-
cutable in such a context. For those contexts not allowed by



the old S, we make a inexecutable (cf. the semantics). Algo-
rithm 1 deals with that (S * ¢ denotes the classical revision
of S by ¢ built upon some well established method from
the literature (Winslett 1988; Katsuno and Mendelzon 1992;
Herzig and Rifi 1999)).

Algorithm 1 Revision by a Static Law
input: 7, ¢
output: T,
S'i=8%p,E:=E,X":=0
for all m € IP(S’) do
for all A C arm(7) do
pas= /\mgml’i A /\,,,gm P
Pi€A pi ¢A
if S’ &, (A pa) — L then
if Sl/=p (7 A wa) — L then
if Tl (7 Apa) = (@)Tand S, &', X)/% (7 A
©4) then
X 2={(pirTApa) = (@) T 1 i = (@) T €X}

else
Ei=E"U{(m Apa) — [a] L}
T,:=8"ug'ux’

Revising a Theory by an Effect Law

When revising a theory by a new effect law ¢ — [a]), we
want to eliminate all possible executions of a leading to —i)-
states. To achieve that, we look at all p-contexts and every
time a transition to some —)-context is not always the case,
ie., ’ZI/?R ¢ — (a)—p, we can safely force [a]t) for that
context. On the other hand, if in such a context there is al-
ways an execution of a to =), then we should strengthen the
executability laws to make room for the new effect in that
context we want to add. Algorithm 2 below does the job.

Algorithm 2 Revision by an Effect Law

input: 7, p — [a|t
output: 77
.

p—[av

for all m € IP(S A ¢) do
for all A C arm(w) do
Pai= /\piEWPi A /\niemﬁpi
Pi €A i EA
if Sl/p (T A pa) — L then
for all 7’ € IP(S A1) do
it 7’ R, (T Apa) — (a)7' then

i (TNX) U{(pi AT Apa)) = ()T
pi — ()T €X [}

T':=T"U{(m Apa) — [t}

if 7' & (m A @a) — [a]L then

T :=T'U{(pirATApa) — (a)T : o; — {a) T € T}
Toman=T'

Revising a Theory by an Executability Law

Revision of a theory by a new executability law has as conse-
quence a change in the effect laws: all those laws preventing
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the execution of a shall be weakened. Moreover, to comply
with minimal change, we must ensure that in all models of
the resulting theory there will be at most one transition by a
from those worlds in which 7 precluded a’s execution.

Let (££1)1, ..., (£#1),, denote minimum subsets (w.r.t.
set inclusion) of £, such that S, (Ef1); K ¢ — [a] L.
(According to (Herzig and Varzinczak 2007)71, one can en-
sure at least one such a set always exists.) Let £, =
Uy cicn(E2F)i. The effect laws in &, will serve as guide-
lines to get rid of [a] L in each p-world allowed by 7: they
are the laws to be weakened to allow for (@) T in ¢-contexts.

Our algorithm works as follows. To force ¢ — (a)T to
be true in all models of the resulting theory, we visit ev-
ery possible p-context allowed by it and make the follow-
ing operations to ensure (a) T is the case for that context:
Given a ¢-context, if 7 does not always preclude a from
being executed in it, we can safely force (a) T without mod-
ifying other laws. On the other hand, if a is always inexe-
cutable in that context, then we should weaken the laws in
&, . The first thing we must do is to preserve all old ef-
fects in all other ¢-worlds. To achieve that we specialize the
above laws to each possible valuation (maximal conjunction
of literals) satisfying  but the actual one. Then, in the cur-
rent p-valuation, we must ensure that action a may have any
effect, i.e., from this ¢-world we can reach any other pos-
sible world. We achieve that by weakening the consequent
of the laws in £ to the exclusive disjunction of all possi-
ble contexts in 7. Finally, to get minimal change, we must
ensure that all literals in this (-valuation that are not forced
to change are preserved. We do this by stating a conditional
frame axiom of the form (¢, A ) — [a]¢, where y, is the
above-mentioned y-valuation.

Algorithm 3 gives the pseudo-code for that.

Correctness of the Algorithms

Suppose we have two atoms p; and p,, and one action a.
Let 73 = {-py,p, — la]p,, (@) T}. The only model of 7;
is . in Figure 6. Revising such a model by p; V p, gives
us the models ./, 1 < i < 3, in Figure 6. Now, revising 7;
by py V py will give us Ty, Vpy = {p1 A =pa,p1 — lalp,}.
The only model of 73, ,, is .#{ in Figure 6. This means

that the semantic revision may produce models (viz. .#4 and
4 in Figure 6) that are not models of the revised theories.

@)
M M

M M :
Figure 6: Model .# of 7; and revision of .Z by p; V p,.

The other way round the algorithms may give theories
whose models do not result from revision of models of the
initial theory: let 73 = {(p, V py) — [a]L, (a) T }. Its only
model is .# (Figure 6). Revising .# by p, V p, is as above.
However 7o, \,,. = {py V P2 (P1 V Py) — [a]L} has a
model .Z" = ({{py,po},{p1, 7P}, {-p1: P2 }}, ) that is

3 *
notin ., .



Algorithm 3 Revision by an executability law

input: 7,0 — (@) T
output: 70\
T':=T
for all m € IP(S A ¢) do
for all A C arm(w) do
eai= N\, cmm Pi NN, cimeey P
Pi€A Pi A
if Sl/=p (T A pa) — L then
if 7' |z (7 A @a) — [a] L then

(T'\E'T) U{(pi A(m Apa)) — althi
, pi — lali € £V
T := {(pi AT Apa) — [a] D =l EIP(S) (7' Apar) :

A Cam(w")

wi — lalhs €0}

for all L C £ do
if S Fep (T A pa) — A,ep ¢ then
forall / € L do
if T | ¢ — [a]Lor (T/ ¢ — [a]-¢ and
Tk, ¢ — [a]0) then
T':=T"U{(r ApaNl) — [a]t}
T':=T'U{(r Apa) = (a)T}

Toigri=T'

All this happens because the possible states are not com-
pletely characterized by the static laws. Fortunately, concen-
trating on supra-models of 7, we get the right result.

Theorem 3 If M = {# : A is a supra-model of T} and
thereis M' € M s.t. |:/// D, then\J e g rev( A , &) € M.

Then, revision of models of 7 by a law @ in the semantics
produces models of the output of the algorithms 77;:

Theorem 4 If M = {.# : M is a supra-model of T} /= 0,
then for every M' € M}, )://l Ty.
Also, models of 77 result from revision of models of 7 by ®:

Theorem 5 If M = {.# : M is a supra-model of T} /= 1),
then for every .4’, lf'=/// Ty, then A" € M.

Sticking to supra-models of 7'is not a big deal. We can use
the algorithms in (Herzig and Varzinczak 2007) to ensure 7°
is characterized by its supra-models and that M # ().

Conclusion and Perspectives

The problem of action theory change has only recently
received attention in the literature, both in action lan-
guages (Baral and Lobo 1997; Eiter et al. 2005) and
in modal logic (Herzig, Perrussel, and Varzinczak 2006;
Varzinczak 2008).

Here we have studied what revising action theories by a
law means, both in the semantics and at the syntactical (al-
gorithmic) level. We have defined a semantics based on dis-
tances between models that also captures minimal change
w.r.t. the preservation of effects of actions. With our algo-
rithms and the correctness results we have established the
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link between the semantics and the syntax for theories with
supra-models. (Due to page limits, proofs are omitted here.)

Our next step on the subject is analyze the behavior
of our operators w.r.t. AGM-like postulates (Alchourrén,
Girdenfors, and Makinson 1985) for modal theories and
the relationship between our revision method and contrac-
tion. What is known is that Levi identity (Levi 1977),
T3 = T_,U{P},in general does not hold for action laws &.
The reason is that up to now there is no contraction operator
for —=¢ where @ is an action law. Indeed this is the general
contraction problem for action theories: contraction of a the-
ory 7 by a general formula (like =@ above) is still an open
problem in the area. The definition of a general method will
certainly mostly benefit from the semantic modifications we
studied here (addition/removal of arrows and worlds).

Given the relationship between modal logics and descrip-
tion logics, a revision method for DL. TBoxes would also
benefit from the constructions we defined here.
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Abstract

In this paper we propose a practical extension to some re-
cent work on the progression of action theories in the situ-
ation calculus. In particular, we argue that the assumption
of local-effect actions is too restrictive for realistic settings.
Based on the notion of safe-range queries from database the-
ory and just-in-time action histories, we present a new type of
action theory, called range-restricted, that allows actions to
have non-local effects with a restricted range. These theories
can represent incomplete information in the initial database in
terms of possible closures for fluents and can be progressed
by directly updating the database in an algorithmic manner.
We prove the correctness of our method and argue for the ap-
plicability of range-restricted theories in realistic settings.

Introduction

One of the requirements for building agents with a pro-
active behavior is the ability to reason about action and
change. The ability to predict how the world will be af-
ter performing a sequence of actions is the basis for offline
automated planning, scheduling, web-service composition,
etc. In the situation calculus (McCarthy & Hayes 1969;
Reiter 2001) such reasoning problems are examined in the
context of the basic action theories (BATs). These are logi-
cal theories that specify the preconditions and effects of ac-
tions, and an initial database (DB) that represents the initial
state of the world before any action has occurred.

A BAT can be used to solve offline problems as well as
to equip a situated agent with the ability to keep track of the
current state of the world. As a BAT is a static entity, in the
sense that the axioms do not change over time, the reasoning
about the current state is typically carried over using tech-
niques based on regression, that transform the queries about
the future into queries about the initial state (Reiter 2001).
This is an effective choice for some applications, but a poor
one for many settings where an agent may act autonomously
for long periods of time. In those cases, it is mandatory that
the BAT be (periodically) updated so that the initial DB be
replaced by a new one reflecting the changes due to the ac-
tions that have already occurred. This is identified as the
problem of progression for BATs (Lin & Reiter 1997).

In general, a DB in a BAT is an unrestricted first-order
logical theory that offers great flexibility and expressiveness.
The price to pay is high: for most realistic scenarios it is
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hard to find practical solutions. As far as progression is con-
cerned, it was shown by Lin and Reiter (1997) that the up-
dated DB requires second-order logic in the general case.
For this reason, many restrictions on the BATs have been
proposed so that the updated DB is first-order representable.
It was recently shown that progression is practical provided
actions are limited to have local effects only (Vassos, Ger-
hard, & Levesque 2008).

The restriction on so-called local-effects actions essen-
tially means that all the properties of the world that may be
affected by an action are directly specified by the arguments
of the action. For example, an action that may affect two
boxes box; and box, that are located next to the agent needs
to explicitly mention them in the arguments of the action,
e.g., break(boxi,boxs). In that way, global effects, which
are considered to be one of the reasons why progression may
be second-order, are avoided all-together (e.g., the explosion
of a bomb affecting all the objects in the world).

Clearly, the local-effect assumption is too restrictive for
many realistic scenarios. For instance, the action of moving
a container which causes all objects in it to be moved as
well cannot be represented. Similarly, the effect of objects
being broken when they are near an object that is exploded
cannot be captured with local-effect actions. Such type of
indexical, though not fully global-effect, information arises
naturally in many real domains, e.g., consider the case of a
non-player-character in a video game that needs to reason
about the effects of moving a container object.

In this paper, we extend local-effect BAT's to account for
such kind of indexical information. To that end, we present
what we call range-restricted BATs, that allow effects to be
non-local but with a restricted range. For such theories, we
describe a method for progression such that the new DB is
first-order and finite, and we prove that the method is log-
ically correct. To our knowledge, it is the first result on
progression for BATs with an infinite domain, incomplete
information, and sensing that goes beyond local-effect.

Formal preliminaries

The situation calculus (McCarthy & Hayes 1969) is a first-
order logic language with some limited second-order fea-
tures, designed for representing and reasoning about dynam-
ically changing worlds. A situation represents a world his-
tory as a sequence of actions. The constant S is used to
denote the initial situation where no action has yet been per-



formed; sequences of actions are built using the function do:
do(a, s) denotes the situation resulting from performing ac-
tion a in situation s. Relations whose truth values vary from
situation to situation are called fluents, and are denoted by
predicate symbols taking a situation term as their last argu-
ment (e.g., Holding(x, s)). A special predicate Poss(a, s) is
used to state that action a is executable in situation s; and
special function sr(a, s) denotes the (binary) sensing out-
come of action a when executed in situation s (Scherl &
Levesque 2003).

In this paper, we shall restrict our attention to a language
L with a finite number of relational fluent symbols (i.e., no
functional fluents) that only take arguments of sort object
(apart their last situation argument), an infinite number of
constant symbols of sort object, and a finite number of func-
tion symbols of sort action that take arguments of sort object.
We adopt the following notation with subscripts and super-
scripts: « and a for terms and variables of sort action; ¢ and
s for terms and variables of sort situation; ¢ and x, y, z, w for
terms and variables of sort object. Also, we use A for action
function symbols, F, G for fluent symbols, and b, ¢, d, e, 0
for constants of sort object.

Often we will focus on sentences that refer to a particular
situation. For this purpose, for any o, we define the set of
uniform formulas in o to be all those (first-order or second-
order) formulas in £ that do not mention any other situation
terms except for o, do not mention Poss, and where o is not
used by any quantifier (Lin & Reiter 1997).

Basic action theories

Within the language, one can formulate action theories that

describe how the world changes as the result of the available

actions. We focus on a variant of the basic action theories

(BAT) (Reiter 2001) of the following form:'

D =Dy UDyy UDyyg UDy UDg U Dy UE, where:

1. D, is the set of action precondition axioms (PAs), one per
action symbol A, of the form Poss(A(%), s) = 14(¥, s),
where IT4 (¥, s) is uniform in s.

2. Dy is the set of successor state axioms (SSAs), one
per fluent symbol F, of the form F(Z,do(a,s))
Or(Z,a,s), where @ (T, a, s) is uniform in s. SSAs cap-
ture the effects, and non-effects, of actions.

3. Dy, is the set of sensing-result axioms (SRAs), one for
each action symbol A, of the form sr(A(y),s) = r =
©4(y,r,s), where © 4 (¥, 7, s) is uniform in s. SRAs re-
late sensing outcomes with fluents.

4. Dyna 1s the set of unique-names axioms for actions.

5. Dy, the initial database (DB), is a set of sentences uni-
form in Sy that describe the initial situation Sy.

6. Dy is the set of domain independent axioms of the situ-
ation calculus, formally defining the legal situations.

7. & is a set of unique-names axioms for object constants.

Progression

We follow the definition of the so-called strong progression
of (Vassos, Gerhard, & Levesque 2008); we only extend it
slightly to account for sensing actions.

'For legibility, we typically omit leading universal quantifiers.
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Let D be a BAT over relational fluents F4, ..., F,, and
let Q1,. .., Q) be second-order predicate variables. For any
formula ¢ in £, let ¢(F : @) be the formula that results from
replacing any fluent atom F; (1, ..., t,,0) in ¢, where o is
a situation term, with atom Q; (¢1, ..., t,).

Definition 1. Let D be a BAT over fluents 13, « an action of
the form A(¢), and d a sensing result. Then, Pro(D,«,d) is
the following second-order sentence uniform in do(«, Sp):

3G. Do(F : Q) A OA(E,d, do(a, Sp)) A o
/\7=1V£Z" Fl-(f,do(a,SO)) (@i(f,a, S())<FQ>)

We say that a set of formulas D, uniform in do(a, Sp) is a
strong progression of D wrt («, d) iff D, is logically equiv-
alent to Pro(D, o, d). |

The important property of strong progression is that D, U
(D — Dy) is equivalent to the original theory D wrt answer-
ing unrestricted queries about do(«, Sp) and the future sit-
uations after do(«, Sy), even queries that quantify over sit-
uations. Although Pro(D, a,e) is defined in second-order
logic we are interested in cases where we can find a D, that
is first-order representable. In the sequel, we shall present a
restriction on D that is a sufficient condition for doing this
as well as a method for computing a finite D, .

Range-restricted basic action theories

In this section we present a new type of basic action theo-
ries such that Dy is a database of possible closures and the
axioms in D,,, Dy, and Dy, are built on range-restricted
formulas.

A database of possible closures

Intuitively, we treat each fluent as a multi-valued function,
where the last argument of sort object is considered as the
“output” and the rest of the arguments of sort object as the
“input” of the function.? This distinction then is important
as we require that Dy expresses incomplete information only
about the output of fluents.

Definition 2. Let V = {ey,..., e, } be a set of constants
and 7 a fluent atom of the form F' (¢, w, Sy), where € is a
vector of constants and w a variable. We say that 7 has the
ground input ¢ and the output w. The atomic closure x of T
on{ey,...,en} is the following sentence:

Vw.F(C,w,S) = (w=e1 V- Vw=epy).

The notion generalizes to the vector of atoms 7 and the vec-
tor of sets of constants V, as the conjunction of each of the
atomic closures of 7; on V;. A possible closures axiom
(PCA) for T is a disjunction of closures of 7. We say that
each atomic closure mentioned in the PCA is a possible clo-
sure wrt the PCA. |

The following is a straightforward property of closures.

Lemma 1. Let ¢ be the closure of T and 1) be a closure of
T on some appropriate vectors. Then ¢ N\ 1 is a consistent
closure iff for every i, j such that 7; = ;, the atomic closure
of T; in ¢ and the one of T; in ) are identical.

>The notion of input-output arguments is similar to that of
modes in logic programming (Apt & Pellegrini 1994). Also, the
results obtained here generalize easily to multiple outputs.



A closure of T expresses complete information about
the output of 7 while a PCA for 7 expresses disjunc-
tive information it. For example, let Near(x,y,s) rep-
resent that y is lying near the object z, and x; be
Vw.Near(bomb, w, Sy) = (w = agent V w = boxy). Then,
X1 is the atomic closure of Near(bomb,w,Sy) on
{agent, box, } which states that there are exactly two objects
near the bomb, namely agent and box;. Similarly, let x2 be
the closure of Near(bomb,w, Sy) on {agent, boxs}. Then,
X1 V X2 is a PCA for Near(bomb,w, Sy) expressing that
there are exactly two objects near the bomb, one being the
agent and the other being either box; or box,.

Next, let us define the form of the initial database Dy.

Definition 3. A database of possible closures (DBPC) is a
finite set of PCAs such that there is no fluent atom with a
ground input that appears in more than one PCA. |

This implies that for every fluent atom 7 with a ground input,
either the output of 7 is completely unknown in Sy or there
is a finite list of possible closures for 7 that are explicitly
listed in exactly one PCA.

Going back to the bomb example, let Status(x,y, s) rep-
resent that the object z has the status y and let Dy be
the following DBPC: {x1 V X2, X3, X4, X5}, Where X3 is
the closure of Status(agent,w, Sp) on {ready}, x4 the clo-
sure of Status(boxy,w, Sp) on {closed}, x5 the closure of
Status(boxs, w, Sp) on {closed, broken}, and x1, x2 as be-
fore. Each sentence in Dy is a PCA: x1 V X2 lists two pos-
sible closures for Near(bomb,w, Sy), while x3, x4, x5 list
one possible closure and express complete information.

We now turn our attention to the so-called possible an-
swers to a query (&) wrt a DBPC Dj.

Definition 4. Let D be a DBPC, and (&) a first-order for-
mula uniform in Sy whose only free variables are in Z. The
possible answers to y wrt Dy, denoted as pans(+y, D), is the
smallest set of pairs (¢, x) such that:

e X is a closure of some vector 7s.t. €U {x} = 7(©);
e Y is consistent with Dy and minimal in the sense that ev-
ery atomic closure in Y is necessary. |

Intuitively, pans(-y, Dy) is a way to characterize all the cases
where the query formula ~(Z) is satisfied in a model of
Dy for some instantiation of Z. For example, let vy(z) be
the query Near(bomb, z, Sp). Then, pans(vy,Dy) is the set
{(agent, X1>7 (bO)Cl, X1)7 (agem‘, X2)a (b0x27 XQ)}

It is important to observe that the possible answers
to a query may be infinite. For instance, let vi(x) be
Near(agent, z,Sy). Since nothing is said about the ob-
jects near the agent in Dy, for every constant ¢ in L,
(¢,xe) € pans(y1(z), Do), where x. is the closure of
Near(agent, w, Sy) on {c}, i.e., there is always a model
in which Near(agent, ¢) would indeed hold. Similarly, let
~v2(x) be ~Near(bomb, x,Sy). Then, pans(v2(x),Dy) in-
cludes the infinite set {(c, x1) | ¢ # agent, c # box; }, since
everything but agent or box; is far when y; is assumed.

Formulas with finite possible answers

We distinguish two ways that the set of possible answers can
be infinite. In the query +; above, this happens because what
is being queried is completely unknown in Dj. In the second
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query though, fluent atom Near(bomb,w) is mentioned in
some PCA and the infinite number of instantiations ¢ for x
are in fact due to the possible closure y4 of the PCA.

Our objective is to use Dy to answer queries for which the
possible answers depend on the information that is explicitly
expressed in the PCAs. This is captured with the following
Jjust-in-time assumption for formulas.

Definition 5. Let Dy be a DBPC and +(Z) a first-order for-
mula uniform in Sy whose only free variables are in Z. Then
(&) is just-in-time (JIT) wrt Dy iff for every vector of con-
stants ¢, y(€) is consistent with Dy U & iff there exists a
closure x such that {x} U £ = (&), where y is a conjunc-
tion of closures such that each conjunct is a possible closure
wrt a PCA in Dy. |

Assuming that a formula is JIT is not enough to avoid an
infinite set of possible answers. We need also to ensure that
it is range-restricted in the following sense.

Definition 6. The situation-suppressed formula v in £ is
safe-range wrt a set of variables X according to the rules:

1. let ¢, ¢, ¢> be a vectors of constants, ¢, d constants, and
x, y distinct variables, then:
e 1z = cis safe-range wrt {z};
e F(¢d,Sy), F(Ci,x,C,d,Sy) are safe-rage wrt { };
e F(¢y,Sy), F(C1,x,Ca,y,Sy) are safe-range wrt {y};
2. if ¢ is safe-range wrt X, 1) is safe-range wrt X, then,
e ¢V 1) is safe-range wrt Xy N Xy;
e ¢ A is safe-range wrt Xy U Xoy;
e ¢ is safe-range wrt {};
e Jx¢ is safe-range wrt X /{z} provided that x € X;
3. no other formula is safe-range.

A formula is said to be range-restricted iff it is safe-range
wrt the set of its free variables. ]

For example, the formula Near(x,y, Sp) is safe-range wrt
{y}, but not range-restricted and not JIT wrt the Dy
of our example. The formulas Near(bomb,y,Sy) and
Near(bomb,y, Sy) A Status(y, z, Sy) are range-restricted as
well as JIT wrt Dy.

We now state the main result of this section.

Theorem 1. Let Dy be a DBPC and ~(¥) a first-
order formula uniform in Sy that is range-restricted and
Just-in-time wrt Dg. Then, pans(y,Dg) is a finite set
{(¢1,X1);- -, (Cny Xn)} such that the following holds:

n

DoUE EVEy(E) = \/ (& =& Axi).
i=1

Proof sketch. It suffices to prove a stronger lemma about
the safe-range formulas as follows. Let (%, %) be a first-
order formula that is just-in-time wrt Dy, safe-range wrt

the variables in &, and does not mention any free vari-
able other than Z,¢. Then for every constant vector d that

has the same size as ¢, pans(y(Z,d),Dy) is a finite set
{(€1,X1);-- - (€n, xn)} such that the following holds:

DoUE = Vain(E,d) = \/(F =& Axi)
i=1



We prove this lemma by induction on the construction of
the formulas ~. Since v is safe-range wrt the variables in
Z we only need to consider the cases of the Definition 6.
Due to space limitations we only show the case that (z, y)
is F(C1,y, Ca, ). Let d be an arbitrary constant of the lan-
guage. Then v(x,d) is the formula F (¢, d, Co, x). By the
fact that y(z,y) is JIT wrt Dy it is not difficult to show
that there is a PCA ¢ in Dy that mentions F'(¢1,d, &, w).
Without loss of generality we assume that ¢ is a PCA for
F(c1,d,Ca,w). We will show how to rewrite ¢ in the form
that the lemma requires. The axiom ¢ has the form \/;;1 Xis
where each y; is an atomic closure of F(¢,d,C2, w) on
some set of constants {eq,..., e}, i.e, a sentence of the
form Yw.F(¢1,d,Co,w) = w=e1V...Vw=e,. For
each y; of this form let y be the formula \/;n:1 (x = ejAXi),
and let ¢’ be Vz.F(¢1,d,c,z) = /[, ;. It suffices to
show that Dy U £ = ¢'. Let M be an arbitrary model
of Dy U E. Since ¢ is a sentence in Dy it follows that
M [ ¢. By the definition of a possible closures axiom and
the Lemma 1 it follows that there is exactly k, 1 < k < n,
such that M = xj. Observe that if we simplify xj to true
and all the other y; to false in ¢/ we obtain the sentence yy.
Therefore, M |= ¢’ and since M was an arbitrary model
of Dy U &, it follows that Dy U £ | ¢'. Also, by the
Definition 4 and the structure of ¢’ it follows that the set
pans(y(z,d), Dy) is the set that the lemma requires. O

In other words, the range-restricted and the JIT assump-
tions on queries are sufficient conditions to guarantee finitely
many possible answers. The idea then is to build action the-
ories from range-restricted formulas and allow progression
to take place only when the JIT assumption also holds. In
this case we shall show in the next session that we are able
to effectively progress Dy in a logically correct way.

First, we assume that the formulas ® ¢ (Z, a, s) of SSAs
have the usual general form (Reiter 2001):

VAT, a,5) V (F(Z,5) A yp(T, a,5)),

where 7> and v}, characterize the positive and negative ef-
fects of actions. A range-restricted BAT is built on formulas
such that when instantiated with any action argument o and
any sensing result e, they become range-restricted.

Definition 7. An SSA for F' is range-restricted iff
YT, a,s) and Y4(%,a, s) are disjunctions of formulas of

the form:
FZ(a = A(Y) A ¢(y, 0, 5)),

where 2’ corresponds to the variables in % but not in Z, W
to the ones in & but not in ¢, and ¢(Z, W, s), called a context
Sormula, is such that ¢(¢, W, Sp) is range-restricted for any ¢.
Similarly, an SRA for A is range-restricted iff © 4 (¢, d, So)
is range-restricted for any ¢ and d. A range-restricted basic
action theory (RR-BAT) is a BAT such that all axioms in
Dy, Dy, are range-restricted and Dy is a DBPC. |

For example, consider an SSA for Status(x1, 22, s). The
context formula in g, that refers to the action of the bomb
exploding may be as follows:

a = expl N Near(bomb, x1,s) N\ xa = broken,

This has the effect of setting the “broken” status to all ob-
jects near the bomb. Note that the action expl has no argu-
ments, and that the context formula is range-restricted. It is
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easy to verify that the formula is JIT wrt Dy as well. The
same holds for a context formula in ~g,,,,, that removes any
other status for all the affected objects:

a= explANear(bomb, x1, s)\Status(x1, T2, $) \xaF broken.

Just-in-time progression

The RR-BATsS are defined so that the axioms in Dy, Dy, are
built on range-restricted formulas. We now show that under
a just-in-time assumption there is a finite set of ground flu-
ent atoms that may be affected. The intuition is that in this
case we can progress Dy by appealing to the techniques in
(Vassos, Gerhard, & Levesque 2008) that work when the set
of fluents that may be affected is fixed by the action.

The progression method for the general case

The next definition captures the condition under which our
method for progression is logically correct.

Definition 8. An RR-BAT D is just-in-time (JIT) wrt the
ground action « and the sensing result d iff for all fluent
symbols F, y{(Z, o, So) and v(Z, v, Sp) are JIT wrt Dy,
and © 4 (¢, d, Sp) is JIT wrt Dy, where a is A(C). |

We introduce the following notation.

Definition 9. Let D be an RR-BAT that is JIT wrt the ground
action « and the sensing result d. The context set of (v, d)
wrt D, denoted as J, is the set of all the fluent atoms
F (& w, Sp) such that one of the following is true:?

1. for some b, x, the pair ({€,b), x) is a possible answer to
Vi (&, w), o, Sp) wrt Dy

2. for some 7, b, x, the pair ({0, b}, ) is a possible answer to
vi(Z,y), o, So) wrt Dy and F (€, w, Sp) appears in x;

3. for some x, the pair (f),x) is a possible answer to
©4(¢,d, Sy) wrt Dy, where « is the term A(¢) and ) the
empty vector and F'(€, w, Sy) appears in x. |

Intuitively, the context set J specifies all those atomic clo-
sures that need to be updated after the action is performed
(case 1) as well as those on which the change is conditioned
on (case 2), and the atomic closures for which some condi-
tion is sensed to be true (case 3). The important property of
J, which follows from Theorem 1, is that it is a finite set.

Lemma 2. Let D be an RR-BAT that is JIT wrt the ground
action « and the sensing result d. Then the context set of
(a0, d) wrt D is a finite set.

We now define the 7-models which provide a way of sep-
arating Dy into two parts: one that remains unaffected after
the action is performed and one that needs to be updated.

Definition 10. Let 7 = {r,...,7,} be the context set of
(o, d) wrt a RR-BAT D. A J-model x is a closure of the
vector (71, ...,T,) such that for every 7, 1 < ¢ < n, the
atomic closure of 7; in x is a possible closure wrt some PCA
in DQ. |

Note that there are finitely many 7-models. The disjunc-
tion ¢ then of all the J-models is a larger PCA that corre-
sponds to the “cross-product” of the PCAs in Dy that capture
the same information about 7. Observe that ¢ corresponds to

3Whenever the notation v* is used, v* can be either v or v~



the part of Dy that needs updating. The intuition then is that
we can progress Dy by progressing each of the [7-models.

Definition 11. Let D be an RR-BAT that is JIT wrt the
ground action « and sensing result d, J the context set
of (a,d), and x a J-model, where x is the closure of
<F1(51,w, S()), .o ,Fn(é'mw, S())> on <‘/1, ceey Vn> The
progression of x wrt (a,d) is the closure 11 A -+ A1y,
where 1); is the closure of F;(¢;,w, Sp) on (V; UT})/T;
and I'} is the following set of constants:

{e | (<Ei7e>7w) € pa”S(’Y*Fi(@aw%aaSU)%w AX E& J-}'

The J-model x is filtered iff for all possible answers (7, ¢)
to © 4 (¢, d, So) wrt Dy, where o« = A(é), x A ¢ is inconsis-
tent. |

Each of the 7-models x is updated based on the possible
answers of the formulas ~ in D,. For every possible an-
swer (0, w) of the instantiated 7}, the atom F'(0) is either re-
moved or added to the closure provided that the condition w
for the change is consistent with the 7-model y in question.
Moreover, a J-model may be filtered if it is not consistent
with the conditions that are implied by the sensing result d.

We now state the main result of this section that illustrates
how the new database is constructed from Dy.

Theorem 2. Let D be an RR-BAT that is consistent and
JIT wrt the ground action « and the sensing result d, J the
context set of (o, d) wrt D, {x1,...,Xn} the set of all the
J-models that are not filtered, and {¢1, . .., o} the set of
all PCAs in Dy that do not have any atoms in common with
any J-model. Let D, be the following set:

{ \/1/Ji,¢51;~~~a¢m}7
=1

where 1; is the progression of x; wrt (o, d). Then, the set
Do (So/do(c, Sp)) is a strong progression of D wrt («, d),
where D, (o /d’) denotes the result of replacing every occur-
rence of o in every sentence in D, by o’.

Observe that the progression of Dy is again a DBPC.

A practical case

Our method of progression is based on the ability to com-
pute possible answers. The time complexity of the method,
as well as the size of D,, is dominated by the size of the
sentence \/, ¢; in Theorem 2. Roughly speaking, we do two
things that have a high computational cost: first, we compute
pans(y, Do) for formulas ~ in Dy, Dy, and second, we com-
bine the answers in a way that is similar to a cross-product.
In order to give some insight on the practicality of our
method, we examine the case that the formulas ~ that need to
be evaluated are similar to the so-called conjunctive queries
(Abiteboul, Hull, & Vianu 1994), in particular, formulas of
the form 3Z(¢p1 A --- A ¢p,), where ¢; is a possibly non-
ground fluent atom with variables that may not be in .
Given a conjunctive query +y as input and a DBPC D, Al-
gorithm 1 checks whether + is range-restricted and JIT wrt
Dy, and if so, computes the set pans(y, Dy). The algorithm
works by selecting a fluent atom for which a finite-range as-
sumption can be made (line 4 & 8), simplifying -y wrt this
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Algorithm 1 pans(~y, Do)
1: if ~ is the empty conjunction then

2: return {(0, T)} // query reduced to T
3: end if
4: A={F(c,t,So) € v| F(¢ w, Spy) is mentioned in Dy }
5. if A = () then
6. return failure // no fluent to continue
7. else
8: Pick F(¢,t,50) € A // arbitrary selection
9: X:=0( // init answer set
10:  forall yp = F(C,w,So) =w=d;V...Vd, €Dy
do
11: if ¢ is a variable then
12: F:{dl,,dn}
13: else
14: F'={dy,...,d,} n{t}
15: end if
16: for all constants e € I" do
17: 0":={t/e | t is variable}
18: Yi=pans(v0' \ {F(c. €, So)}, Do)
19: if Y = failure then
20: return failure // propagate failure
21: else
22: W:={(00,xNxr) | (0,x) €Y, DoU{xA
XF} bé J_} // merge results
23: X=XUW // update current set
24: end if
25: end for
26:  end for
27:  X:={(0|z, x)|(0, x) € X are the free variables in v}
28:  return X
29: end if

atom, and recursively finding the possible answers for the
simplified formula (line 18) until all atoms in -y have been
selected (line 1). Instead of working with vectors of terms,
the algorithm computes bindings for all variables.

It turns out that the algorithm is a sound and complete way
for computing the possible answers of range-restricted and
JIT formulas, when these are conjunctive queries.

Theorem 3. Let Dy be a DBPC and ~ a first-order con-
Jjunctive query uniform in Sy. Then, Algorithm 1 always ter-
minates with inputs v and Dy, and moreover, if 7y is range-
restricted and JIT wrt Dy, it returns the set pans(vy, D).

The conjunctive queries are expressive enough to repre-
sent basic features of practical domains. For example, the
context formula of 'y;am that we examined earlier, namely
Near(bomb, x1,s) N\ xo = broken, is a simple conjunctive
query. As another example consider an agent living in a
grid-world, typical of many video games. The agent may
reason about its next location Loc(z,do(a, s)) after doing
action a by using an SSA whose positive effect 7, (z, a, s)
contains the following disjunct:

a = moveFwd N\
Jx3y(Dir(y, s) A Loc(z, s) AN Adj(x,y, z, s) A Clear(z, s)).

That is, when moving forward, the agent is in location z if z
is the adjacent cell to its current location = towards its cur-
rent direction y (e.g., north, east), and z is not blocked with



an obstacle. Clearly, this positive effect relies on multiple in-
dexical information and action moveFwd is not local-effect.

Algorithm 1 can easily be extended to handle equalities
as well as negated atoms. The first case can be easily ad-
dressed via standard unification procedures. For negative lit-
erals the idea is to collect also the set A~ of ground literals
of the form —F' (¢, d, Sy) such that F'(¢,w, Sp) is mentioned
in Dy. When a negative literal is selected, the algorithm
works in the same way as for the ground positive literal ex-
cept that it iterates over the possible closures of F'(¢, w, Sp)
for which F'(¢, d, Sp) is not true. (Observe that this is similar
to the way logic-programming implementation techniques
for negation as failure (Apt & Pellegrini 1994).)

Finally, a comment about the complexity of Algorithm 1
and progression. Let £ be the size of the largest closure in
Dy and k the maximum number of possible closures in a
PCA in Dy. Then, Algorithm 1 runs in time O(|y|*): there
are k(¢ value-closure pairs to be tested for each atom in ~.
With respect to progression, this implies that, in the worst
case, the size of the new database D, may be exponential
to the size of Dy. Nevertheless, we expect the size of D,
to be manageable in practical scenarios like the previous ex-
ample, where the expressiveness of v and Dy is mostly used
to answer queries that require indexical reasoning.

Related and future work

The notion of progression for BATs was first introduced by
Lin and Reiter (1997). The version we use here is due to
Vassos et al (2008) which we extended slightly to account
for sensing. Lin and Reiter (1997) suggested some strong
syntactic restrictions on the BATs that allow for a first-order
progression, while Vassos and Levesque (2008) suggested
a restriction on the queries. Liu and Levesque (2005) in-
troduced the local-effect assumption for actions when they
proposed a weaker version of progression that is logically
incomplete, but remains practical. Vassos et al. (2008) later
showed that under this assumption a correct first-order pro-
gression can be computed by updating a finite Dy. Our re-
striction of Definition 7 is similar. The main difference is
that we do not require that the arguments & of the fluent F'
are included in the arguments ¢/ of the action, thus handling
cases like the moveFwd example. To stay practical though
we had to restrict the structure of Dy. Finally, similar to
the notion of progression, Shirazi and Amir (2005) proposed
logical filtering as a way to progress D, and proved that their
method is correct for answering uniform queries.

The notion of possible closures is a generalization of the
possible values of Vassos and Levesque (2007). The notions
of the safe-range and range-restricted queries come from the
database theory where this form of “safe” queries has been
extensively studied (Abiteboul, Hull, & Vianu 1994). The
notion of just-in-time formulas was introduced for a differ-
ent setting in (De Giacomo, Levesque, & Sardina 2001) and,
in our case, is also related to the active domain of a database
(Abiteboul, Hull, & Vianu 1994). Outside of the situation
calculus, Thielscher (1999) defined a dual representation for
BATs based on state update axioms that explicitly define the
direct effects of each action, and investigated progression in
this setting. Unlike our work where the sentences in Dy are
replaced with an updated version, there, the update relies on
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expressing the changes using constraints.

Conclusions

In this paper, we proposed a new type of basic action the-
ories, where the initial description is a set of possible clo-
sures and the effects of actions have a restricted range.
For these theories, called range-restricted, we presented a
method that computes a finite first-order progression by di-
rectly updating the initial database, and proved its correct-
ness. To the best of our knowledge, it is the first result on
the progression of basic action theories with an infinite do-
main, incomplete information, and sensing that goes beyond
the local-effect assumption. We argue that the type of in-
dexical information that our theories can handle arises nat-
urally in real domains, e.g., when an agent needs to reason
about the effects of moving a container. We considered also
a practical restriction that is typical in logic-programming,
and presented an algorithm for the task that our progres-
sion method relies on, namely computing possible answers.
Our next step is to evaluate the approach by relying on
logic-programming frameworks and recent work on incon-
sistent/incomplete databases (e.g., Fuxman et al (2005)).
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