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Abstract wait until after Carol’s birthday; as well as to predict that the
plan will still work if Alice and Bob discuss the plan during a
walk outside, or pass a hidden message, and whether they go
together to buy the present or go separately.

The solution must satisfy the following constraints: first,
the theory should not support the inference that nothing hap-
pens except the events enumerated in the plan (and these
events’ consequences); second, that the theory should not
support the inference that Carol knows nothing except for
statements true in all possible worlds.

This paper presents a solution in a first-order mono-
tonic logic to a simplified version of the Surprise

Birthday Present Problem, a challenge problem
for the formal commonsense reasoning community.
The problem concerns two siblings who wish to

surprise their sister with a present for her birth-

day: the aim is to construct a theory that will sup-

port the desired inferences, not allow undesired in-
ferences, and be sufficiently elaboration tolerant to
support reasoning about problem variations. The

theory presented in this paper includes the devel- 1.2 The Approach

opment of a possib|e-w0r|ds ana|ysis of the con- The Surprise Birthday Present Problem (SBP) is one of a
cept of surprise, and an extension to previous work set of mid-sized challenge problems proposed for the formal
on multiple-agent planning to handle joint planning commonsense reasoning communityThese problems are
and actions. We show that this theory can solve the  larger than toy problems (Yale Shooting Probléth, Mis-
original SBP as well as many of its variants. sionaries and Cannibal40]) but much smaller than large-
scale efforts to formalize knowledge, such as the HRKS
. project. In contrast to toy problems, which eviscerate mostin-
1 Introduction teresting details of commonsense reasoning, and large-scale
1.1 Problem Statement efforts whose size necessitates a shallow approach to formal-

izing knowledge, the aim is to construct a relatively deep for-
malization of the mid-sized problem domain.

The aim of constructing these mid-sized formalizations is
rIrhreefold[lz]. First, the goal is to create core, reusable the-

This paper presents an initial solution in a first-order mono
tonic logic to a simplified version of the Surprise Birthday
Present ProbleriB], one of a set of challenge problems for
the formal commonsense reasoning community. The proble . . :
concerns two siblings who wish to surprise their sister with Ories of commonsense reasoning, a{;&_h For example, in :

present for her birthday. The aim is to construct a theory that S Paper, we develop some core definitions of expectation

will support the desired inferences, not allow undesired infer-and surprise. Second, extending existing work into the mid-

ences, and be sufficiently elaboration tolerant (akLB}) to sized axiomatization tests the limits of existing theories: one
suppo}t reasoning about problem variations either discovers that an existing theory is too brittle to be ex-

&)anded to the demands of the non-toy problem, or one invents
e methods to extend the existing theory. For example, this pa-
paraphrased for the sake of brevity: per explores how the planning theory[6f could be extended

Alice and Bob want to surprise their sister Carol with at ioint bl Third N7i id-sized probl Id
joint present for her birthday, two weeks from now. TheyOJOIn plans. 1hird, analyzing a mid-sizéd problem coud re-

therefore go into a closed room to decide on the present anau“ in disc'ove'ri'ng new representational issues anq prpblems.
to plan how they will buy it. Many simplifications are necessary for formalization of

The problem is to determine that their plan will work. Vari- €ven mid-sized problems. The SBP involves time, space,
ants on the problem include predicting that the plan will not PhySics, knowledge, perception, naive psychology, multiple
work if Carol is also in the room; if the door is open and Carol 29€nts, and planning. Focusing on all these problems in depth
is in the next room:; if one of them tells Carol; if they do not would necessitate a large-scale axiomatization and may lie

consult together: if they cannot agree on a present; or if they?€yond the capabilities of Al practitioners today.

*The full paper can be found at http://www- This set of problems can be found at http://www-
formal.stanford.edu/leora/sbp.pdf formal.stanford.edu/leora/commonsense.



We focus on two issues: formalizing the concept of sur-gives the usual axioms on epistemic and doxastic operators
prise, and formalizing some concepts relating to joint plans[6]. The full paper gives the reason for the choice of seman-
In this paper, we present preliminary work toward that goal.tics.

The formalization of joint plans is an extension of the the- We place the following restriction on these relations:
ory of [5], in which plans consist of a single agent making aaxiom 1 {S2|B(A,S1,52) C {S2|K(A,S1,52)

request to single or multiple agents, each acting alone. )
To see thatB C K, note that the truth requirement for

1.3 Logical Preliminaries knowledge, as opposed to belief, means that an agent can

We use a sorted logid, S T, E, P, Q, andX range, respec- Pelieve more propositions than he knows; since he com-
tively, over agents, situations, calendar-clock-times, eventdnits, belief-wise, to more propositions than he commits,
plans, fluents, and objects. Other sorts will be introduced akhowledge-wise, the set of knowledge-accessible worlds is
needed. Variables are uppercase; constants are lowercase.[3fger than the set of belief _accesable-wor!ds.
all statements, variables are assumed to be universally quan-From Definition 1 and Axiom 1, we have:
tified unless otherwise specified. _ _ Theorem 1 holds(S, Know(A,Q)3=-holds(S, Believe(A,Q))

We use the situation-based temporal logic[8f. Time . : .
branches forward, but not back. Situations are ordered th To formalize the notion of surprise one must reason about

the < relation. Associated with each situation is a calendar € future. An agent may know (resp. believe) that fluent
clock-time, also ordered by the relation. Q will hold at some future time. Thus, we need to reason

Finite intervals are specified by their starting and endin ?Om tthi‘ways 'r,: Wh'cu knol\{\t/l;adge (reksp. kl)e(I;ef) al?d tt"tTf]We
situations. The predicatmldsrelates fluents and situations: nteract. An agent may have littie or no knowledge about the
holds(S, Q)means that the fluer® is true in the situation actions that will be performed. Therefore, we need to express

S Events occur over intervaloccurs(S1,S2, aneans that an agent’s ability to reason about the future when that future
eventE occurs over the intervd1,S2] T is expressed not in terms of actions being performed but in

terms of the passage of time or specific calendar dates.

- : We assume that the calendar-clock-time structure runs

2 Formalizing the concept of surprise through all possible worlds, and that all agents always know

We formalize the concept of surprise as an unexpected evegfesp. believe) the calendar-clock-time of the situation they

or fact. To do this, we formalize the notion of expectationare in.

and extend previous work on the interaction between time,, . . L

knowledge, and belief. We use the operatiireow and Be- Axiom 2 K(A,S1,52}>time(S1) = time(S2)

lieveand two corresponding operators describing predictionFrom Axiom 1,B(A,S1,S2»-time(S1) = time(S2)

Know-futureandExpect We say that an agert knows (resp. believes) th& will
We note that using only thénowandKnow-futureopera-  be true at some future time€ if, for any knowledge (resp.

tors would limit the kind of surprise that could be expressedbelief) accessible situatidd2 Q will always be true at some

Consider that one may be surprised@ypecause one had no situationS3later thanS2 as long a$$3s time stamp isT.

expectation tha) (weak surprisg but one may also, and in a - 3
stronger sense, be surprised by because one had the expec[Pe—f'mtIon 2 holds(S1, Know-future(resp. Expect)(A.Q,T))

tion that in fact-Q would hold &trong surprisg We can use : _
Knowto express weak but not strong surprise. For it is not.Y.Sif%llé(SA("S%l’g)z) (resp. B(A,S1,S2)32< S3/time(S3) =
possible forA to Knowthat—Q will hold at some timeT, but '

for Q then to hold afl: knowledge implies truth. Although We overload the Know-future/Expect operators so that we
weak surprise is a sufficient concept for many situations (suckan talk about predictions and expectations of event occur-
as the SBP), we prefer to develop a theory that is capable dgences:

the fairly natural extension to 'ghg_ concept of strong surprise.pefinition 3 holds(S1, Know-future(resp. Expect)(A,E, T1))
We have the usual accessibility relatioisand B, relat-

ing, respectively, knowledge-accessible worlds and beliefs, K(A S1.S2) (resp. B(A.S1.S232 < S3Atime(S3) =
accessible worlds. IntuitivelyK(A, S1, S2holds if from Tigfﬂgfo;:cu,rs(%?(, S4pE) (AS1.S25 (3)
what A knows to be trueS2is indistinguishable fron51; T

B(A, S1, S2holds if from whatA believes to be trueS2is We now defineA being surprised ab1by a factQ being
indistinguishable frons1 true or an evenE occurring starting aS2 It might seem

reasonable to say thatis surprised if previous t&2he did

not expeciQ or E at S2 However, we wish to accommodate
holds(S1, Know(A,QR>Vs: K(A,S1,52)=holds(S2, Q) scenarios in which an agent expe@sr E, but then for some

holds(S1, Believe(A,Q)Vs2 B(A,S1,S2)>holds(S2, Q) reason (such as obtaining information), changes his mind and
The definitions and axioms that we will have for knowl- no longer expect® or E. Should it then happen th&tis true
edge and belief are often very similar. We frequently groupor E occurs aS2 Awould in fact be surprised. Therefore, we
related definitions and axioms together to save space. say thatA is surprised if the following conditions hold:
We specify that the&K relation is reflexive and transitive, e S1does not preced82 e Any situationS3prior to S2in
and that thd relation is symmetric and transitive, yielding an which A does not exped or E is followed by a later situation
S4 logic of knowledge and a weak S5 logic for belief. This S4 still prior to S2 in which A does exped@ orE. e In S1, A

Definition 1 We have the expected definitions:



knows thatQ has held oE has occurred starting &2 e S1
is the first situation for which this is true.

the actions he needs to accompl@hand the set of actions
that he is permitted to do when, during the executiof® bf

Since we overload surprise for both facts and events, twide momentarily turns his attention to work on another plan.

definitions follow.

Definition 4 holds(S1, Surprise(A,Q, S2)

S1> S2A

holds(S2,Qn

Vs3<s2 holds(Expect(A,Q,time(S2)

Js4 (S3< S4< S2 A holds(S4, Expect(A,Q,time(S2))))

N

Vss K(A,S1,S5)=3s6 S6 < S5 Atime(S6) = time(S2)
Aholds(S6,Qn

—dg7 (S7< S1NVg5 K(A,S7,S8)d59 S9< S7AtIMe(S9)
=time(S2)Aholds(S9,Q))

By convention, we say tha is surprised by an evelt at
thebeginningof E's occurrence.

Definition 5 holds(S1, Surprise(A,E, S2))

S1> S2A

Jds2. OCCUrs(S2,S2* E)\

Vs3<s52 holds(Expect(A,E time(S%)

Js4 (83< S4 < S2 A holds(S4, Expect(A,E,time(S2))))

N

Vs5 K(A,S1,S5)=356 56+ S6 < S5AtiMe(S6) = time(S2)
Aoccurs(S6,S6*, E)

—3Jg7 (87 < S1 AVgs K(A,S7,S8)=3g59 59« S9 < S7
Atime(S9) = time(S2)\occurs(S9,S9%,E))

A proof in this theory of plan executability proceeds as
follows: One shows that a pldn is executable by showing
that in every unbounded-from-abosgecially-possiblenter-
val in which an agentommitsto a plan, hecompleteshat
plan. Socially-possible intervals are those intervals in which
all agents do what is requested of them to the extent possible.

An agentcompletesa plan over some interval if heegins
the plan andnows that the plan succeedser that interval.
Hebegins the plamver some interval if he has begun it during
that interval, and is still in the process of carrying it out: that
is, as long as the plan has netminated whenever he is at a
choice pointof deciding which action to perform, he knows
of some action that is mext-stepof the plan.

A plan is onlyterminatedif it succeedsr if the abandon-
ment conditionsliscussed above are satisfied.

The predicates corresponding to the italicized words above
are discussed in detail if6], where the complete set of
axioms is given. The paper and a sample proof can be found,
respectively, at
www.cs.nyu.edu/cs/faculty/davise/elevator/axioms.ps
www.cs.nyu.edu/cs/faculty/davise/commplan-appb.pdf.

and

3.1 Agents acting together

In the theory of[5], agents, even in multiple-agent plans, do
not collaborate. For the SBP, we must reason about joint plans

These definitions characterize the concept of weak sufy which agents collaborate and act together. We must extend
prise, as discussed above. To account for strong surprise, Wfis theory in several ways:

must explicitly mentionA’s expectation that-Q hold atT.
The definition for strong surprise is given in the full paper.

3 Joint plans

Our theory of joint plans extends the theory developddjn
That theory supports showing that certain multi-agent plan
will succeed: in particular, plans in which one agerguests
another agent, or requests a group of agents, by issuing
broadcast requegb perform some plan. The theory is egal-

(1) Plan formation. In the original theory, a single requesting
agent makes a request of one or more agents. For joint plans
a group of agents jointly decide on a particular plan.

(2) Reserving time blocks. In the original theory, all agents
reserve time blocks for all other agents. Itis unclear how time
blocks will be reserved for joint plans.

(3) Joint actions. The original theory forces asynchronous
ggtion: only one agent may act at any particular time. In the
SBP, Alice and Bob jointly give Carol her birthday present.

itarian in the sense that an agent cannot simply order other We discuss our approaches to these problems below:
agents to drop their activities and immediately do what hejqint plan formation

asks. On the other hand, it is cooperative: every agent
servesblocks of time for every other agent and will work on
a requesting agent's plan during a reserved time block if i
does not interfere with another agent’s plan. A fairly restric
tive protocol specifies exactly when an ag&mhayabandon

a requesting ageml's plan P1 — specifically, wherA has
no way of continuind®1 or when he is also committed &A2's
plan P2, andP2 specifically forbidsA from doing an action
of P1. A2 can specifically forbidh from doing an action iA2
governsthat action. This ensures thatwill not remain per-
manently committed to a plan that he cannot execute and th
he will not do actions that interfere with other agents’ plans.

A plan is specified in terms of two predicatesicceednd

nextstep succeed(Pl, S1, S true if planP1, started in
situationS1, ends successfully i62 nextstep(E, P1, S1, S2)

We introduce the concet of a joint plan and a joint plan en-
tity (JPE). The JPE represents all the agents in the plan. A
YPE is considered an agent; it is best thought of as similar to
a corporate entity. The sodtranges over joint plan entities.
members{) denotes the agents involved in the joint plak
particular joint plan associated with pl&h is denoted/p;.
J C A; this means that all axioms on agents apply to JPEs.
An agents is either a joint plan entity®E(A) or an individ-
ual (Individual(A)).

A JPE cannot accept plans from any agent including him-
kit In fact, no agent is allowed to issue a request to a JPE.

Axiom 3 —3g1,52,4,7.P occurs(S1,S2,request(A,J,P))
vacceptsrequest(P,A,J,S1)

All joint plans have a similar structure. The JPE starts the

is true if in S2actionE is a possible next step of an instance plan—and becomes active—with a broadcast request to all
of plan P1 begun inS1 next-steps, essentially, the set of agents associated with the JPE, specifying the plan that the
instructions for an agent to carry out a plan, specifying bothagents are to carry out; then the JPE waits. The actions in



the JPE may consist of single-agent actions or joint actiongjji) It is an axiom of the original theory that agents do not
performed by multiple agents. When the JPE’s plan succeedsart or end actions at this same time. (This avoids reason-

or is abandoned, the JPE ceases to be active. ing about the interaction of concurrent actions.) An excep-
Axiom 4 holds(S, active(JR= tion is made at the beginning of time when all agents wait for
occurs(S1, S2, broadcastq(J,members(J),R)) varying lengths of time. We employ a similar trick for joint
[S € [S1,S2]V actions: agents wait varying amounts of time until they be-
[34 A ¢ members(d) Aassignment(R,A) = P 9dinthe actual performance of the joint action, and then wait
Aworking.on(P,A,J,S2,9)]] varying amounts of time until they begin other actions.

T . . ... (iii) It is difficult to ensure that the multiple agents involved
A JPE knows something if all agents in the entity know it: in a joint action of a JPE will have identical or even over-
Axiom 5 holds(S, Know(J,Q))=[ Va (A € members(J) |apping blocks of time reserved for the JPE. We make some
=-holds(S, Know(A,Q)))] assumptions to handle this issue for the SBP, but do not solve
We modify the predicatgovernswhich in the original the-  the general problem in this paper.
ory ranges over an agent and an action. A JPE’s governance
should not continue beyond the time that the joint plan is ac4  Proving that Alice and Bob’s plan will work
tive. We add an extra sitational argumenigierns and In this section, we state Alice’s and Bob’s plan to give Carol

specify that the JPE governs actions only when itis active. a gift on her birthday, show that Alice and Bob will be able to
Reserving time blocks: summary execute the plan, and show that Carol will be surprised when
The original theory posited that all agents reserve blocks ofhe receives the gift. We first give the plan specification; then
time for all agents, including himself. However, one cannotdiscuss the frame problem in this context; and then sketch
assume that all agents reserve blocks of time for all possiblthe proof. This is followed by a paraphrase of the problem
JPEs. Instead, we allow joint plan entities to cannibalize theoremises and domain axioms. The formal statement of the
reserved blocks of the plan members. That idifandA2  premises and axioms can be found in the full paper.
are members of some JREsome reserved blocks of time .
thatAl has reserved foh2 will become reserved foy. 4.1 Plan Specification

There are several technical points of interest relating to reThere are two plans: the JPE’s plan to broadcast the request
serving blocks of time for JPEs. These are discussed in detaib Alice and Bob, and the joint plan that Alice and Bob carry
in the full paper. We summarize the main points below. out.
(i)We define anallotmentfunction that takes as arguments A few remarks about these axioms. The predicate
a situation, 2 agents, all joint plans that are active in thafirst.opportunity(S2, AC, AR, S1, @ true whenS2is the
situation and have those agents as members, and the alldirst situation sinc&S1whenAC has reserved a block of time
ment history.allotment-history(A1,A2,S)ives the sequence for ARandQ is true. This predicate is used when specify-
of blocks, starting at sO and up initially reserved by indi-  ing plans: a plan specifies that an agent do some action at his
vidual agentAl for individual agentA2, along with a record first opportunity. The fluents that are used in statements of
of who received the blocksA2 or some JPE with members this sort are often quite complicated; therefore, they are usu-
AlandA2. The functiorallotmentlooks at the allotment his- ally abbreviated in th@extstepspecification and defined in
tory with respect tAl andA2 as well as the set of currently subsequent axioms.
active JPEs and determines to whom the block reserved b8pecification of p1:
Alfor A2 should go. Plan pl is specified as follows: At the first opportunity
(i) The original theory assumed a maximum delay betweerwhen Carol is not in earshot, the JPE broadcasts a request
successive blocks of time reserved for the same agent. The to Alice and Bob. At all other times, the JPE waits.
allotment scheme disturbs this notion, particularly if we allow .
multiple JPEs created by an identical group of agents: onglan. SpeEcj’-\xmm 1nextstep(E, p1, S1, S2j
might never be able to guarantee reserving a block of time or?ctlon( Jp1) A 5 1 ol
getting anything done (the committee curse). Therefore, We_usLopportunlty(S o1, Jp1, S1, plf) =
insist that there be no more than one active JPE associate .stance(E, b(oadcas‘eq(Jpl, {alice,bol3, r, .SZ)/\ _
with each group of agents. —firstopportunity(S2/,1,Jp1), S1, p1f) =-action(E, J,1) =
(iii) There can still be many JPEs active at any tind®: — walt
(n + 1) non-trivial JPEs for n agents. Agents could becomepl f is true when Carol is not in earshot of Alice or Bob.
SO oyer_committed t_hat they.cannot successfully execute plaq§Ian Spec Axiom 2 holds(S, p1f) —holds(S,
within time constraints. This does not affect our solution to'n,earshot(carol, bob)) A—holds(S, inearshot(carol, al-
the SBP because n is small. We defer the general problem éee»

futher research. ] )
. ) The request that the JPE broadcasts to Alice and Bob is to
Joint actions: summary perform the plap2.

The main points of this section are summarized below: se . . .
the full paper for details. E’Ian Spec Axiom 3 A = alice VA = bob =-assignment(r,A)

() The extended theory still does not allow concurrency; we~ p2
merely allow multiple agents to perform a single action. plsucceeds if Carol receives the gift on her birthday.



Plan Spec Axiom 4 succeeds(pl,S1,Sh) holds(S, p2glf) <cash(alice,S) > $10
dsm,sv SM,SN € birthday(carol) Aoccurs(SM, SN, Areservedblock(time(S),alice/,;, maxactiontime)
do(carol, receive-gift)) second flag:

Specification of p2: p2.92(S,so)=first opportunity(S, bob/,, ss, p2q2f)

; P . ; ; d flag fluent:
Planp2is specified as follows: First Alice gives Bob $10, secon
earmarking it for the gifixgift. Then Bob gives himself $10, holds(S, bl pk2q.2f) )b <cash(bob,S) > $10
earmarking it foxgift. (This step facilitates proving that this %ri(redsﬁlg/ge- ock(time(S),bob/,;1, maxactiontime)
is indeed a joint gift.) Then Bob purchasegift. Then Alice : ) .
and Bob together give Carol the gift. The plan is formalizedp2q3(s’SO)(l’f'rSLOpportun'ty(S' bob/p1, ss, p2G3-)

- . : third flag fluent:
with the help of flagp2.ql. .. p2.g4which trigger the events
in the plan. These flags are specified in the premises below.N0IdS(S, PA3Y) <3s1,52,53,54 S1< S2< SAS3< S4< S

p2 must also specify the actions that are taken when Alice\0Ccurs(S1,52, doalice, give-earmark-cash(bob, 20, xgift))

and Bob are not working for the JPE. This plan allows Al- : :
ice and Bob to do almost any action, but places limitations occurs(S3,54, do(bob, give-earmark-cash(bob, 20, xgift)))

on their abilities to spend money, give things, and talk. InAcaSh(bOb'S) > 20 Areservedblock(time(S),bob, J:,

particular, they cannot give money to anyone except for Boggﬁﬁﬁ(;}fgm'me)

unless they always have at least $20 left or the money is g ' . .
ing toward the purchase of the gift; they cannot give the giﬂp2q4(fs,so) <firstopportunity(S, {alice,boly, Jp1, ss,
to anyone but Carol, and not even to Carol until her birthday*:)zqf{f)I f i
and they are not allowed to tell anyone that there is a plaﬁOurt ag fluent.
afoot which includes giving Carol the gift. The techniqueshdds(s’ pHAf) <

used to represent informing an agent of relatively comple ime(S)e birthday(carol)A .
fluents areF:aken frorf] 9 g y P olds(S, _ phys_-possess(bob,xglft))\/holds(S, phys-
' possess(alice,xgift)}

Plan Spec Axiom 5 nextstep(E,p2,S1,S2) reservedblock(time(S)alice,bol3, J,1, 2 - maxaction_time
action(E, aIice)vaction(E,_bob)/\_ +¢)

p2.q1(S2,S1)=E = do(alice, give-earmark-cash(bob, 10,  The success condition is simply that the steps in the plan
Egz'fé)z)(gz S1)=E = do(bob, give-earmark-cash(bob, 10 have been completed in the appropriate order.

Xgift)) A ’ ! ! " Plan Spec Axiom 7 succeeds(p2,S1,Sk)

p2.93(S2,S13=E = do(bob, purchase(xgift)) d52,53,54,55,56,57,58,59 S1< 52,54,56,5852< S3NS4<

: : . S5AS3,S5< S6< S7< S8< S9< SNA
2 94(S2,S1%-E = do(alice,bob, give(carol,xgift ' ) N .

?* I\?ovE/ the pl):n specif(ies the forbgi]dde(n actiogs*)*))A occurs(S2,S3, do(alice, give-earmark-cash(bob, 10, xqift)))
(Al = alice VAL = bob VA1 = {alice,bol}) A(E = do(A1, " _ .
give-cash(A2, N)YE = do(Al,pu{rchase(X?)) occurs(S4,S5, do(bob, give-earmark-cash(bob, 10, xgift)))

=cash(Al, S2) N + 20 VA = bob VX = xgift A

_fi i ; occurs(S6,S7, do(bob, purchase(xgift)))
Al —time(S2) € birthday(Carol) =E # do(Al, give(A3, oceurs(S8.S9. dédlice.bott. give(carol, xgi)))

XgiftN 1A - . ,

jf&rge:(iggl birthday(Carol) AE = do(AL, give(A3, Xgift)) 4 > The Frame Problem in this Context

Al =3E1.p.a3.44,x E = do(AL,Inform(A2,Q)N A common monotonic solution to the frame probldd]
[Holds(S,Q) ©3si.5; Si < Sj < S Aoccurs(Si,Sj, re- Works by specifyingexplanation closure\xioms[ls],_which

quest(A3,A4,P)\ state the complete set of actions that can modify a fluent,
one-step(E1,P)E1 = do(A3,give(carol,X)) ] and by positingnon-occurrenceaxioms stating that certain

actions do not in fact happen.
: ) . ! We proceed with this approach, rather than using a non-
is set at the first opportunity that Alice has a reserved bloc'?nonotgnic solution (e.d.lGﬁD)pfor two reasons: first, thg SPB

of time for the JPE and also has at least $10. (P&above oo o

I, ; . , roblem description specifically states that a theory ought not
spzecgl'es thtat tvxt/Llenf_th?t flag Its s.(tet, tﬁ‘“(t:%glt\)/ ?]S $10 to BOb'%ntail that no actions happen other than the actions in the plan.
EI qk 'Sf ts_e af teh lr‘]spgppodr ulnl yh a t? tas a rgs_erve ut this is precisely what nonmonotonic solutions entail. Sec-
se(icat Et)hel?i}(:,t g[r:)poertunityzflar;tera bsc?th 2?icae aer?dS Bob havlg ear-O nd, the way the planning theory is set up, one anyway has to
marked money foxgift that Bob has a reserved block of ime specify that certain actions are forbidden, namely, the actions

and also has at least $22.q4 is set at the first opportunity that would interfere with the rest of the plan. These actions

. : urn out to be remarkably similar to the sorts of actions one
on Carol’'s birthday that Alice and Bob both have reserveqtN . .
. . ould have to explictly exclude from occurrence in a mono-
blocks of time for the JPE and one of them k. plctly

tonic theory. This form of plan specification, therefore, has

Below is the specification for the plan flags fa2. p2.ql

Plan Spec Axiom 6 Fluents and flags: the potential to reduce the number of non-occurrence assump-
first flag: tions one must make. The connection between plan specifi-
p2.q1(S,so)=first opportunity(S, alice/,1, ss, p2qLf) cation and non-occurrence axioms is a subject for future re-

first flag fluent: search.



4.3 Proof Sketch true over any socially acceptable interyall,Sz] Further-
We first show that planp1 andp2 can be successfully exe- MOre; we can show that the plan does not terminate before the
final step of the plan has been performed. Termination can oc-

cuted, resulting in Carol receiving the gift, and then show tha v if the ol d he plan has b bandoned:
she will be surprised. In what follows, we frequently indicate CUr Only I the plan succeeds or the plan has been abandoned;
but neither of the abandonment conditions will be satisfied.

whether a fact follows from the original theory (O), a lemma o ; :

in the proof sketch (PS), or the extended theory (ET). glI;or we have shown that it is always feasible for Alice and
The proof proceeds as follows: We begin by considering; . ;

the second plap2. Assume that betweessandS1.J,, issues Alice and/or BOb are working on some other pfg8for some

a broadcast request to Alice and Bob to perfgnThen, in ~ Other agent, if they are requested to perform one of the for-

any socially possible interval that includesand S1, both bidden actions, they will aband@8, notp2, due to the fact

Alice and Bob accept the request to perfgp2 Thus, both that J, govelrns (tjhe forbidden actio_ns. ©, ET) f the i
are committed t@2in S1(0). We can also demonstrate certain properties of the situa-

Now consider the plan flagp2.ql, p2.q2 p2.93 and tions in which the plan fluents first hold, using our premises

p2.g4. We can show that Bob and Alice always know when onmaxactionandmaxdelay and our axioms on allotment.
these are true, and moreover, know when it is the first opp0|J—n partmqlar, we can show that the gift IS purchased .before
tunity that a fluent holds (PS). For agents always know wherfp@rol's birthday, and that there will be a first opportunity, on
they have reserved blocks of time (PS). Further, they know-a/oF's birthday, in which Alice and Bob both have allocated
how much money they have, whether they own things, an jme for giving Carol her gift. (ET) .

know about the previous earmark-cash, purchase, and giving Finally, all agents know the actions that they have per-
actions that they have performed (ET). We must show in addi* rmed. Therefore, when the flnal's.tep of the plan has been
tion that there will be such blocks of time available for Alice Performed, Alice and Bob know it; therefore, they know
and Bob to perform their actions before Carol's birthday; andn€ Plan has succeeded. Thefore the plan completes, which
a block of time available on Carol's birthday for Alice and Means that the plan is executable. (O, ET)

Bob to perform their joint action. This is a consequence of NOW letus turn our attention tpl. Since Alice and Bob

the problem premises specifying Alice and Bob's free time, &€ Not in earshot of Carol iss they know that this is the

the maximum action time for doing actions, the maximum de-CaS€; therefore/,, knows it; therefore it knows thatlf

lay time during which agents can turn their attention to othe10lds; further, it knows thassis the first opportunity (since
plans, the length of time remaining until Carol's birthday, andS9 when this is true. Furthermore it is always feasible to is-
(for the block of time available on Carol's birthday) the axiom SU€ @ broadcast request (O). ThussinJ,; knows the next

(ET) on reserved blocks of time for joint plans. step in plarpl and can perform it. Since it is always feasible
We must show that to wait and no one governs the action of waiting (O), and this
p2.qi(S2,51)=knownextstep(E, p2, alice/J,;, S1)=E = is known by all agents, we can show that once the request has

do(alice, give-earmark-cash(bob, 10, xgift)f been made/,; can continue to execute the plph
(and similarly for the other plan steps). In the proof sketch thgi2 was executable, we showed that

Alice and Bob can reason thp® will successfully execute,
and that Alice and Bob will jointly givexgift to Carol on her
birthday. When this occurs, Alice and Bob will know that
hey have given the gift, and will therefore know that Carol

For the first plan step, we must show that the actois
feasible inS2and that Alice knows thaE is a next-step in
the plan. We can show it is feasible 82using the premises
in the problem statement (i.e., Alice has $10), explanatio . . . X
closure axioms, the non-occurrence of events betwsand ?S reﬁlelved tlhe gift. dTThereforépl W'"f k|r|10w It Thuﬁ th?

S1, and the conditions in the plan specification not allowingP'an Will complete and/,,, can successtully execute the plan.
Alice to spend down below a certain amount of money. Finally, we must show that Carol is surprised. Assume that
We reason similarly to show tha2 q2(S2,S1jmplies that P €xecutes over the intervgs,Sz] (Note thatpl andp2
Bob knows that the next step p2 is earmarking money for complete at the same time.) Then there exists some situation

himself; feasibility is again shown using a combination of S}/]SUCh that A“Ce akr:.d Boblgl\]f%CarIE)I [tjheh%lft ovay,Sz]
problem premises, non-occurrence of events, and explanatigi€relSy,Szlis a subinterval of Carol's birthday.

closure axioms. Similarly to show thp2 g3(S2,S1)mplies Now we know from the problem premises that Carol

that Bob knows that the next stepp8is purchasing the gift; does not expect to receive a gift on her birthday. We have as
and similarly to show tha2 q4(S2,S1)mplies that both Al- ~ ON€ of our explanation closure axioms that a person who does
ice and Bob know that the next step g is jointly giving ~ NOt expecE will come to expect thak will happen (prior to
the gift. For this last step, demonstrating feasibility appeald!S occurrence) in one of only two ways: either by being in-

to requirements that the domain theory places upon joint giviormed that some plan that includess afoot, or by hearing
ing: joint giving is possible only if all agents involved have & broadcast request to some agents of some plan that includes

earmarked money for the gift. E. By hypothesis, Carol is not in earshot of Alice and Bob,_
This will suffice to show that the predicabeginplan is and thus cannot hear the broqdcast request. Moreover, no in-
form occurrences happen during the broadcast request. Fur-
2The original theory and the proof sketch are avail- thermore,p2, which covers any time between the broadcast
able at www.cs.nyu.edu/faculty/davise/elevator/axioms.ps andeduest and the giving of the gift, specifically forbids Alice
www.cs.nyu.edu/faculty/davise/commplan-appb.pdf ; the extende@nd Bob telling anyone that anyone is working on a plan that
theory refers to the development in this paper. includes giving Carol a gift on her birthday. Therefore, Carol



will not be informed of the gift giving prior to her birthday. In the starting situation, Alice and Bob know all the
Moreover, Carol will know when she has received her gift. premises. This means, e.g., that Alice and Bob know at the
By the definition of surprise, she will therefore be surprisedstart that Carol is not in earshot and that the gift costs $20.

when she receives her gift. Agents always know when it's someone’s birthday. Agents
always know when they have been involved in a giving, ear-
4.4 Domain Axioms marking money, or purchasing action.

IExplanation closure axioms:

What follows below are English paraphrases; the forma . L
statement is in the full paper on the web. The only way to have less money is to give it to someone or
purchase an item. The only way to lose possession of an item

Premises of_thg starting situation: is to give it to someone. The only way to gain possession of
The only individual actors are Alice, Bob, and Carol. In 54 item is to get it from someone or to purchase it.

the starting situation Carol does not expect to receive a gift

on her birthday. Alice and Bob each have at least $10. Th If one does not expect an action to happen, he will revise

=Y ; . fis expectations only if he find outs that there is a plan afoot
cost of the gift is $20. At the start, neither Alice, Bob, nor that includes the action. There are only two ways for this to

Carol owns the gift. _Carol is not in earsh_ot of.Allce or Bob.. happen: one can overhear such a plan request being issued,
Some housekeeping axioms concerning time: Both Alicgy, pe told that such a plan request has been issued.

and Bob have reserved the entire day of Carol's birthday fo; ) rence axiom: Alice and Bob whileJ... is broad-
themselves. There are two weeks until Carol’s birthday. Ac'casting the request to dﬂ? pl

tions take at most 1/2 houmaxdelayis 20 hours.
The joint plan entityJ,;, while active, governs the follow- )
ing actions of Alice and Bob: their spending down to below5 Problem Variants

$20; their giving anyonegift, and their telling anyone about

a plan to give Carol a gift. The governance axioms are Ver)Eelow, we discuss the variants that the theory can handle, and
similar to the specification of the forbidden actiongp ow we might extend the theory to handle other variants.

Preconditions on actions: Since we have no theory of locations, spaces, or rooms, we
You can give cash to.someone if you own at least tha learly cannot handle certain variants: those where Carol is

amount of cash. Similarly for earmarking cash for a particu- n the room \(vh'ere Alice and Bob are doing }he plannlng! or_
; o : where Carol is in the next room and the door is open. We like
lar purpose. You can give an object if you physically POSSESTise cannot handle the cases where Alice and Bob formulate
it. You can buy something as long as you have sufficient casqheir plan during a walk outside or pass a hidden message
Two agents can jointly give an object to a third if: '

— one of them physically possesses the object We can, however, handle an important subset of the vari-

— both of them have contributed money earmarked towardnts: First, we can handle the variant when Carol is in earshot
the object (before the giving of the object). The amount Ofof Alice and Bob. We have an axiom stating that if an agent
' verhears someone requesting a plan, he knows that it will be

E%C:rv&;%imtﬁ: co)?rt]g?éj’tg);rrwgrﬁﬁ € é?)seirgr’]tagohhnet object's COSgccepted. Moreover, this agent will expect that any event that
— both of1them have reserved ag ropriate blocks of time is a step of the plan will occur. Thus, if Carol hears the JPE
pprop " broadcasting its request to Alice and Bob, she will expect to

Causal axioms: get a present. Similarly, the theory can handle the variant in

If one agent gives an object to a second, the first agent niynich someone tells her that some agents are working on a
longer has it, and the second does. The transfer of mon&yjan that includes giving her a gift.

works similarly. Purchasing an object results in an agent pos-

; . A We can handle, in part, the variant in which Alice and Bob
Sessing the_object bu.t hav_|ng Igss money. |f someone te”(?annot agree on a present. In such a case, there will be no
you something, you will believe it.

; . JPE, so there is no earmarking of cash, no purchase, no joint
If Al overhearsA3requestingA2to do some plan, he will gt *As yet, we have not sufficiently formalized the concept

subsequently know tha2 has accepted the request to per-of JpE to express or entail what it means when Alice and Bob
form that plan. . _ cannot agree on a joint plan. For similar reasons, we can-
This axiom will be used together with the following. If not entirely handle the variants where Alice and Bob do not
Alknows or even just believes thaP has accepted a request consult together. We can, however, show that if Alice or Bob
from A3to performP, and one of the steps Bfis some action  pyrchases the gift alone, without the other having earmarked

E, then he will expecE to be performed at some time in the money toward that purpose, that it does not count as a joint
future. This is an expectation rather than knowledge of somgjft.

future event, becausl may not know that all circumstances |t js also possible to reason about a variant in which Alice

crucial for the success &f actually hold. and Bob do not give Carol her gift until after Carol’s birth-
Relations beween actions: day. One can formulate a plain which Alice and Bob give

If one has given cash to someone earmarked for some puthe gift at the first possible opportunity after 12:01 AM on
pose, one has certainly given them cash. Giving entails recarol’s birthday, and one could alter the axioms on allotment
ceiving. One has received a present from someone if there isnd reserved blocks so that it is not necessarily the case that
some person who has given him something. Alice and Bob can give the gift on Carol's birthday. Then
Knowledge axioms: although one could show that once Carol gets the gift, she is



surprised, it is possible that it is not on her birthday that Carotually no time to spend thinking about any of the subtleties;
is surprised. there is too much to be done and never enough time to do it.
The theory can handle situations in which Alice and Bob This is the level of formalization that presents the oppor-
jointly buy the gift. One can either specify the plan to includetunity to reason about the multitude of ways in which vari-
a joint purchasing action, or specify that the purchasing actiowus pieces of commonsense knowledge interact, and permits
may be done either jointly or singly, by either Alice or Bob. the time to develop one’s theories as fully and as deeply as
one can or would wish. The ultimate goal of such exercises
6 Conclusion may beg the development of a sizable body of commonsense
reasoning that can be used to solve larger, more serious prob-
This paper presents the results of the first phase of our worlems, but even before that goal is met, the process itself cap-
in constructing a first-order axiomatization for a simplified tures some of the spirit of the original Al logicist enterprise.
version of the Surprise Birthday Present Problem. Our re-
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